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ABSTRACT 

Wineinformatics, as one of the new fields of Data Science, uses wine as application 

domain. Wine reviews in human language format are processed by a Natural Language 

Processing tool called the Computational Wine Wheel (CWW). In previous research, the 

source for wine reviews was Wine Spectator. For this project, two wine sources are 

collected and used for this research: wine reviews from Robert Parker and wine reviews 

from Wine Spectator. This project focused on three main goals: 1. Enhancing the 

Computational Wine Wheel by analyzing and processing Robert Parker’s review; 2. 

Evaluating and comparing the consistency of Wine Spectator and Robert Parker’s reviews 

using the new Computational Wine Wheel 3.0; 3. Proposing new methods to combine 

different sources of reviews using the new Computational Wine Wheel 3.0 for achieving 

better results. Five datasets were used to predict whether the wine belonged to Classic 

Wines (95+ scores) or not (94- scores) by implementing two classification methods: the 

black-box model Support Vector Machines and the white-box model Naive Bayes. After 

enhancing the Computational Wine Wheel, 75% of datasets had better performance after 

applying the new CWW 3.0 than applying the CWW 2.0. The proposed combination 

method “RPcomWS'' that combines two reviews from Robert Parker and Wine Spectator 

into one review achieved accuracy as high as 84.89%, with an F-score of 75.49%, a 

precision of 84.64%, and a recall of 68.13%. The result shows that the review combination 

of Robert Parker and Wine Spectator can extract the most wine attributes from reviews to 

achieve better performance. 
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CHAPTER 1 INTRODUCTION 

1.1 Data Science 

Acquiring information and transforming it into a store of knowledge is one of the 

essential skills for human development [1]. From ancient times, when the oldest and most 

experienced man was the leader, to today, when students sit in classrooms and learn from 

books, the principle remains the same: that man thrives by turning information into 

knowledge patterns and putting it to use. However, with the development of science and 

technology, information itself and its generation and processing have developed in a 

different way. The computer was one of the greatest inventions of the last century. First, 

an infinite amount of information, which is called data, was produced, and stored through 

computers. Secondly, the processes of large amounts of data that cannot easily be done by 

humans, then are handled by computers.  

As computers become more and more powerful, immeasurable amounts of data are 

produced in various ways, such as social data [2] from all kinds of social media platforms, 

machine data [3] from industrial equipment that are installed in machinery, transactional 

data [4] from daily transactions, and so on. The large amount of data brings a large amount 

of information as well as challenges. Most of the data is unstructured. In order to process 

and analyze and make good use of this data, data science has been extended. Data science 

is a new science field that has been rapidly developed in the past decades, which is dealing 

with data in a scientific way. As an interdisciplinary field, data science relates to a very 

broad series of fields, such as data mining, statistics, artificial intelligence, business 

strategy and much more.  
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In this thesis, the study of data mining techniques was explored. Data mining is a 

process of extracting useful patterns and discovering knowledge from large amounts of 

data sets, and it contains mining techniques such as classification, clustering, regression, 

association rules and so on. The learning algorithms are normally categorized into four 

types: supervised learning, unsupervised learning, semi-supervised learning, and 

reinforcement learning. Supervised learning [5] uses a training set to teach models to 

predict the desired output, with the typical algorithms of classification and regression. 

Unsupervised learning [6] uses algorithms to analyze and cluster unlabeled datasets, such 

as algorithms of clustering and association rules. Semi-supervised learning [7] is between 

supervised and unsupervised learning that deals with both labeled datasets and unlabeled 

datasets. Reinforcement learning [8] is using an agent to decide the performance and learn 

from its experience.  

With all the powerful techniques, as shown in Figure 1, data science has been used 

across different industries and achieved important results. For instance, in hospitals, data 

science predictive modeling can help the outcomes of disease through the historical data 

of patients [9]. The fraud detection of data science has been used in banks for helping 

manage resources and make better decisions [10]. Business markets use data clustering to 

find interesting patterns for better sales [11]. More common applications of data science, 

such as auto-driving cars [12], advertisement injecting, and so on, are affecting our daily 

lives. The diversity of data sources brings a variety of domains to the research of data 

science. In this paper, the domain that will be focused on is wine. 
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Figure 1. Data Science Venn Diagram 

1.2 Wineinformatics 

Wine as a popular beverage has a history of more than thousands of years. Back to 

the time of the fourth millennium B.C. when viticulture originated in the region south of 

Black and Caspian seas, Europeans kept controlling the occupation until the end of the 

nineteenth century. Wine production in the New World started to develop rapidly in the 

late nineteenth century because of the development of the global economy with the massive 

immigration and the improved transportation and so on [13]. According to the global wine 

production statistics maintained by the International Organization of Vine and Wine (OIV), 

more than 260 million hectoliters of wine were produced in 2020 worldwide [14]. The high 

yield of wine products is due to the large population and land usage, high consumer demand 

and the improvement of wine production technology. There are four basic steps involved 
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in the winemaking process: picking the grapes, crushing the grapes, fermenting the juice, 

and aging the wine. Subtle differences in each step affect the taste, smell and all the other 

aspects of wine. For example, experienced wine makers know the importance of the timing 

of crushing the grapes by the rapidity with which the grapes are gathered and pressed, so 

that the whole contents of each vat may be exactly in the same state, and a simultaneous 

and equal fermentation be secured throughout [15]. Wine, as a culture with a long history, 

also is a popular economic commodity that has many wine lovers. Fine wine products are 

not only an enjoyment for tasting, but also a great investment choice due to the aging 

requirements of wine.  

Wineinformatics is a new data science method that uses wine as domain knowledge 

that incorporates data science techniques and wine-related datasets, which includes 

physicochemical laboratory data and wine reviews. The physicochemical laboratory data 

comes from the physicochemical tests that are laboratory-based and focusing on factors 

like PH level, acidity, the presence of sugar and other chemical properties. These datasets 

could make interesting discoveries on relationships between the chemical components of 

wine and quality of human tastings to improve the wine making process. However, the cost 

of the laboratory test is fairly high, and the physicochemical attributes in this dataset are 

from the laboratory analysis, which does not directly reflect the sensory feelings that wine 

brings to human taste. The wine review datasets come from reviews that contain the human 

sensory perception of wine tasting by wine experts. In the comparison of the 

physicochemical laboratory datasets and wine review datasets, both datasets provide 

information to wine makers and markets, while wine review datasets also benefit wine 

consumers by providing easy understanding and professional information. 
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1.3 Wine Reviews 

Wine reviews, as an essential part of the industry of wine, set trends and guide 

customers’ preferences. Wine reviews describe the taste of wine and sometimes also wine-

related information, such as vineyard, soil, etc. There are a lot of forms of wine reviews, 

such as wine magazines, personal blogs, or social media accounts. Famous wine reviews 

could effectively change the rank of a wine, as well as the price in the market. Some top 

publications for wine reviews include Wine Spectator, Wine Advocate by Robert Parker, 

and Wine Enthusiast Magazine and so on. Figures 2 and 3 are wine review examples from 

Wine Spectator and Robert Parker. Wine Spectator has a significant influence on the 

culture of wine with its annual reviews of over 15,000 wines from around the world [16]. 

Based on the magazine’s policy, the wine experts are required to do blind tastings to avoid 

bias. Therefore, Wine Spectator’s wine reviews provide a trustworthy and effective 

reputation and can be used for science projects. Robert Parker is a world-renowned wine 

critic. His wine reviews cause significant influence to the reputation and price of the wine.  

 

Figure 2. The example of Wine Spectator wine reviews on Wine.com 

Figure 2 is an example of a review of Wine Spectator of 2003 Chateau Latour. The 

review describes the aromas of the wine as “intense,” “blackberry,” “licorice,” “currant,” 

and “mineral.” It is focusing on the taste of wine with attributes such as “Full-bodied,” 

“well-integrated tannins,” “long finish,” and so on. 
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Figure 3. The example of Robert Parker wine reviews on Wine.com 

Figure 3 is the wine review from Robert Parker of 2003 Chateau Latour, the same 

wine as Figure 2. In this review, the taste of the wine was described as “black and blue 

fruits,” “meat,” “wood smoke,” “very long on the finish.” As we can see, the attributes of 

these two reviews are very different from each other.  

Not only are the wine reviews various, each wine publication rates wine slightly 

differently, but most rating systems are based on Robert Parker’s 100-point rating system. 

Robert Parker is a world-renowned wine critic, who has a high reputation and affection in 

the wine world. He grades wines based on the taste, smell, and all the other attributes on a 

scale of 50 to 100.  

Exploring Figure 4, the comparison of the rating system between Robert Parker and 

Wine Spectator is not dramatically different. The top tier wine range for Wine Spectator is 

95-100, while Robert Parker is 96-100. They also differ in the range of 80-89. While Wine 

Spectator separates this range into two ranges, Robert Parker treats 80-89 as one range. 

 

Figure 4. Rating System of Comparison of Robert Parker and Wine Spectator 
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With the very descriptive attributes from wine reviews and the precise rating system, 

applying these wine review datasets on data science techniques such as classification, 

clustering, and association rules is a practical project. For instance, with a classification 

algorithm, the rating scores of wines could be the class of the dataset while the descriptive 

words from wine reviews could be the attributes of the dataset. Clustering algorithms may 

be used to find out interesting attribute patterns that exist in different wines with the same 

rating score. However, wine reviews are stored in a human-readable format. To put wine 

reviews into actual data analysis usage, in this project we use the Computational Wine 

Wheel as a natural language processing tool to extract the attributes from wine reviews so 

that they can be processed by computers. In our previous research, the datasets generated 

by the Computational Wine Wheel have been used on a variety of different topics. For 

example, evaluating the Wine Spectator and all of its major reviews through both white-

box and black-box classification algorithms [17], testing if wine reviews can be used to 

predict whether a bottle of wine can be held six years or more before it hits the optimal 

conditions for drinking [18], and so on [19][20]. 

1.4 Goal of the Research 

The new methodology used for extracting key attributes from wine reviews, which 

is called Computational Wine Wheel, was developed based on only the wine reviews of 

Wine Spectator. In this research, the first goal was to enhance the Computational Wine 

Wheel. For expanding the vocabulary of the CWW in this project, a new review source, 

reviews from Robert Parker, was used. After updating the CWW, the second goal was to 

evaluate and compare the consistency of Wine Spectator’s reviews and Robert Parker’s 

reviews using the new Computational Wine Wheel 3.0. The last goal was to propose new 
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methods to combine Wine Spectator and Robert Parker’s reviews for achieving better 

performance and acquire more precise information. 
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CHAPTER 2 DATA 

Data, the cornerstone of data science, is a collection of facts, including texts, 

numbers, audio, observations, and so on. The vast amount of data in our world provides an 

enormous source for data scientists to use. While most data are unstructured, the step of 

data preprocessing is very essential for the whole progress of data analysis. This chapter 

provides an overview of data preprocessing, focusing on problems of real-world data. 

Under the domain of Wineinformatics, this thesis focused on the data type of wine reviews 

that are produced by professional wine experts in human language format. 

In previous works, the focus of the study has been on the reviews of Wine Spectator. 

In this work, we explored the utility of the computational wine wheel on new resources, 

such as reviews by Robert Parker, as well as compared the difference between reviews 

from Robert Parker and Wine Spectator. 

2.1 Data Collection  

2.1.1 Wine.com 

In this project, the source data was from the website wine.com, which is an e-

commerce website. Wine.com is the nation’s leading online wine retailer that provides its 

customers access to the world’s largest wine store, and it achieves the sales volume of over 

two million bottles of wine per year. For offering descriptive and variety guidance to the 

customers, wine.com provides wine reviews from different professional critics, as shown 

in Figure 5, including wine magazines like Wine Enthusiast, Decanter, Wine Spectator, 

and wine experts like James Suckling, Robert Parker, etc.  
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Figure 5. Wine.com Example 

Wine.com provided a trustworthy and convenient way to collect wine reviews for 

our research. Especially for the purpose of comparing reviews from Robert Parker and 

Wine Spectator, collecting wines that contain both reviews were more straightforward on 

this website because it displayed all reviews on one page.   
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2.1.2 Dataset 1: 1855 Elite Bordeaux Wines 

According to the global wine production statistics maintained by OIV, France 

occupied the second of the world wine production places with 46.6 million of hectoliters 

in 2020 [14]. French wine originated in the 6th century BC, and it became a part of their 

civilization, as well as winemaking. In the Exposition Universelle de Paris in 1855, 

Emperor Napoleon III requested a classification system for France’s best Bordeaux wines 

that would be on display for visitors from around the world. Under the classification of 

1855, wines were ranked in importance from first to fifth growths, which was directly 

related to the quality of wine. The list of Bordeaux Wine Official Classification of 1855 is 

still influential today. Therefore, the wine review collected in this project is based on this 

list.  

In wine.com, we searched all wines in the 1855 Bordeaux Wine Official 

Classification list made in the 21st century (2000-2020) and included the wine into the 

dataset 1 if the wine had both Robert Parker and Wine Spectator reviews. Dataset 1 

contained 513 wines with a total of 1026 wine reviews. The name, vintage, score and the 

wine reviews of each wine were collected. 

2.1.3 Dataset 2: Bordeaux Wines 

One of the most well-known French wine making regions in the world is Bordeaux, 

which is located on the west coast of central France. This location has the ideal climate and 

soil for high quality viticulture, so that it produces the famous Bordeaux wine that is 

considered in a typical old-world style. Annual weather differences create significant 

vintage variations, making Bordeaux an existing wine region to follow. In wine.com, all 

wines produced in Bordeaux were searched, and collected if the wine had both Robert 
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Parker and Wine Spectator reviews. These wine reviews from wines produced in Bordeaux 

formed the dataset 2. Dataset 2 included 2341 wines with a total of 4682 wine reviews, half 

from Robert Parker, another half from Wine Spectator.  The name, vintage, score, and the 

wine reviews of each wine were collected. 

2.1.4 Dataset 3: Italy Wines 

 Italian wine is the wine produced in every region of Italy, home of one of the oldest 

wine-producing regions in the world. According to the global wine production statistics 

maintained by the International Organization of Vine and Wine (OIV), Italy was the first 

largest wine producer in the world in 2021, as well as in the past-five-years [14].  Naturally, 

most Italian wine regions enjoy a Mediterranean climate and a notable coastline. 

Considering the variable terrain and conditions, most high-quality viticulture in Italy takes 

place on picturesque hillsides. In wine.com, all wines from Italy were searched, and 

included in dataset 3 if the wine had both Robert Parker and Wine Spectator reviews. 

Dataset 3 contained 3198 wines with a total of 6396 wine reviews. The name, vintage, 

score, and the wine reviews of each wine were collected. 

2.1.5 Dataset 4: California Wines 

 The California wine industry is growing and changing amidst a global revolution 

in grape growing, wine production, wine marketing and consumer tastes [45]. Unlike the 

Bordeaux wine industry and Italy wine industry, California wine industry has younger age 

and newer wine culture. The per capita wine consumption and the quality of wine 

consumed consistently rise in the United State, and the California wine industry is one of 

the most important roles of wine production in the US. In wine.com, all wines produced in 
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California were searched and included in dataset 4 if the wine had both Robert Parker and 

Wine Spectator reviews. Dataset 4 contained 4180 wines with a total of 8360 wine reviews. 

The name, vintage, score, and the wine reviews of each wine were collected. 

2.1.6 Dataset 5: All Datasets Combination 

 Dataset 5 was the last dataset, which combined all four datasets above into one big 

dataset. This dataset contained 10,232 wines with a total of 20,464 wine reviews. The name, 

vintage, score, and the wine reviews of each wine were collected. Dataset 5 was the biggest 

dataset that included all instances into one dataset; therefore, it provided a summarized 

review of all wine reviews. 

2.1.7 Datasets Summary 

 An example of the raw data collection is given in Figure 6. The wine name and 

vintage were combined into one column, the score and review take two columns. 

 

Figure 6. Example of Raw Data Collection 

In sum, five datasets were generated from wine.com as shown in Table 1. Dataset 

1 contained 513 wines from the list of 1855 Bordeaux Wine Official Classification. Dataset 

2 contained 2341 wines that were produced in Bordeaux. Dataset 3 contained 3198 wines 
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that were produced in Italy, and Dataset 4 contained 4180 wines that were produced in 

California. Dataset 5 contained 10232 wines, which was the total of all four datasets above. 

Table 1. Dataset Summary 

 

Most of the previous Wineinformatics research targeted the classification problem 

on predicting whether a wine can receive 90 points or above; thus, if the wine received a 

score equal or above 90 points out of 100, the label of the wine was marked as a positive 

(+) class. Otherwise, the label was marked as a negative (-) class. However, the wines 

collected in this research were the wines marketed on the high-class e-commerce website, 

99% of them received higher than 90 points. Therefore, the targeted classification problem 

in this project was whether the wine received 95 points or above; thus, if the wine received 

a score equal or above 95 points out of 100, the label of the wine was marked as a positive 

(+) class. Otherwise, the label was marked as a negative (-) class. However, even though 

the class label threshold was 95, some datasets were still imbalanced datasets. 

2.2 Data Preprocessing 

For making the knowledge discovery more convenient and easier, removing the 

irrelevant and redundant information or noisy and unreliable data is very necessary. Data 
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preprocessing is a fundamental stage to transform the unstructured data into cleaned forms 

which can be used for high-profit purposes. Data preprocessing includes data cleaning, 

normalization, transformation, attributes extraction and so on [22]. Exploring Figure 6, the 

raw data contained the name of the wine, the year, the scores, and the reviews from both 

Robert Parker and Wine Spectator. The focus of the data preprocessing was on the wine 

reviews. 

Figure 7 is the example of the Wine Spectator review that was discussed in the last 

chapter. We wanted to look deeper into it from the perspective of data preprocessing. In 

this review in Figure 7, the highlighted words/word groups “blackberry,” “licorice,” 

“currant,” and “mineral” are the aromas description of this wine; “full-bodied,” “well-

integrated tannins,” and “a long, long finish” are the body and structure description of this 

wine. “Very refined” and “beautiful” are an overall description of the wine. These are the 

important key words of this wine that we wanted to explore. However, wine reviews are 

stored in a human readable format that cannot be processed directly by computers. In this 

type of data, the contents and information are too complex and lengthy, including various 

numbers, punctuation marks, and different types of connective words that are not related 

to the wine itself. Therefore, instead of removing or deleting the irrelevant and redundant 

information, we extracted the useful information out of the reviews. 

 

Figure 7. The example of Wine Spectator wine reviews on Wine.com 
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2.3 The Computational Wine Wheel 

In order to extract the essential attributes from the wine reviews, a new natural 

language processing application, the Computational Wine Wheel, was used. The 

Computational Wine Wheel (CWW) works as a dictionary that contains all kinds of wine 

related attributes, which include fruit flavors (berry, apple, etc.), the body of wine (tannin, 

acidity, etc.), descriptive adjectives (balance, beautiful, etc.), and so on. By using CWW in 

the programming, we were able to extract the keywords from wine reviews and generate 

the datasets for the computer to process.  

The Computational Wine Wheel has multiple levels and branches to separate the 

very broad categories of wine attributes into more specific and detailed subcategories. In 

the datasets of this chapter, the Computational Wine Wheel 2.0 was used. Table 2 is a 

partial demonstration of CWW2.0, which contains four parts of attributes. In the complete 

CWW2.0, there are 14 “CATEGORY_NAME” attributes, 34 “SUBCATEGORY_NAME'' 

attributes, 1932 “SPECIFIC_NAME” attributes, and 986 “NORMALIZED_NAME” 

attributes. The “SPECIFIC_NAME” attributes were used to match with the key words in 

the wine reviews, then the corresponding “NORMALIZED_NAME” attributes, 

“SUBCATEGORY_NAME” attributes and “CATEGORY_NAME” attributes were 

encoded as vectors in the datasets. 
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Table 2. Partial Demonstration of the Computational Wine Wheel 2.0 

 

For example, Table 3 presents two reviews of one wine: the left one is Robert 

Parker’s review, and the right one is the Wine Spectator’s review. The program started 

with finding attributes from the wine reviews that matched the list of 1,932 

“SPECIFIC_NAME” attributes. In this process, each review was treated as a list of words, 

so that each word took turns to be compared with the attributes in the “SPECIFIC_NAME” 

list. The list of 1932 “SPECIFIC_NAME” attributes was separated into two lists which 

were the list of single words and the list of word groups, then sorted from longest to shortest 

length. The program looped through the list of word groups and deleted the matched 

attributes from the review first, so that it avoided the repeated single word matching 

situation. For example, if the review contained “blueberry cream”, the program looped 

through the list of word groups first and deleted the word group “blueberry cream,” 

therefore when the program looped through the list of single words it did not extract the 

word “blueberry” to add the redundant attributes. When the program found the attribute 

that matches the “SPECIFIC_NAME” attribute, as shown in Figure 8, the corresponding 
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“NORMALIZED_NAME” attribute was assigned 1, otherwise, it was assigned 0. The 

corresponding “SUBCATEGORY” and “CATEGORY” attributes were incremented 

continuously for one wine review as shown in Figure 9.  

Table 3. Robert Parker and Wine Spectator’s review 

 

 

Figure 8. The First Step of Extracting Word with Computational Wine Wheel 
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Figure 9. The Second and Third Step of Extracting Word with Computational Wine Wheel 

2.4 Normalization on Category and Subcategory 

The “NORMALIZED_NAME” attributes were the normalized format of the 

“SPECIFIC_NAME” attributes, because of the multiple formats of language expression. 

For instance, “good structure” and “impressive structure” were both normalized as “well-

structured.” The “SUBCATEGORY_NAME” attributes and “CATEGORY_NAME” were 

the summarized format of the “NORMALIZED_NAME” attributes, while 

“SUBCATEGORY” attributes were more detailed and “CATEGORY” attributes were 

more general. For instance, in Table 4, “lemon aromas” was normalized as “lemon” and 

“lime” was normalized as “lime” while both corresponded to “citrus” under the 

SUBCATEGORY_NAME. “Black currant” and “cassis” were both normalized as “black 
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currant” and corresponded to “berry” under the SUBCATEGORY_NAME. All four 

attributes were categorized as “fruity” under the CATEGORY_NAME. 

Table 4. Example of Corresponding Attributes 

 

 The “NORMALIZED_NAME” attribute was a binary dataset, but the 

corresponding attributes under “SUBCATEGORY” and” CATEGORY” were continuous 

attributes. The continuous datasets needed to be normalized by applying the normalization 

algorithm to rescale their values to avoid the imbalance of weight of features. 

Normalization can not only efficiently speed up the computational process, but also make 

the understanding of the data easier. In this project, Min Max Normalization was used to 

rescale the values of the continuous datasets from 0-1. Z was the normalized value, x was 

the original value, min(x) was the minimum value among all x, and max(x) was the 

maximum value among all x. The equation is as follows.  

𝑧 =
𝑥 − min(𝑥)

max(𝑥) − min(𝑥)
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CHAPTER 3 METHODS 

Data mining supports the fundamental concept of extracting patterns and 

discovering relationships between parameters in huge amounts of data [23]. After the data 

preprocessing and management in Chapter 2, this chapter will present the methodology 

applied to the data collected.  

As shown in Figure 10, data mining techniques as one of the essential cores in the 

Data mining field have provided effective analysis for decision makers in solving problems 

arising in particular areas. There are many various types of data mining techniques, so 

choosing the suitable technique for the corresponding domain or research goal can have a 

serious impact. Data mining techniques fall into three categories: classification, clustering, 

and association rule.  Association rules mining is to discover the associations and relations 

among item sets of large data [24], clustering mining is to divide data into groups of objects 

that are similar to one another and dissimilar to objects in other groups [25], and 

classification mining is to predict the categorical class label based on the classification 

models. For the research purpose, classification is the main focus of this project. 

 

Figure 10. Data Mining Process 
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3.1 Classification  

Classification techniques have become one of the most useful and important 

techniques for data science. The principal concept of classification is to categorize new 

data by using the previously categorized data as a basis. Therefore, two sets of data are 

required for classification; one is the previously categorized dataset that is called the 

training dataset, another one is the new dataset that is called the testing dataset. There are 

two steps in classification. As demonstrated in Figure 11, the first step is constructing a 

model based on the training dataset by applying classification algorithms, and the second 

step is classifying the testing dataset into a class label by using the model [26].  

 

Figure 11. Classification Steps 

As elaborated in Chapter 2, the cost of data collection and organization is not cheap; 

therefore, the collected data is expected to be entirely utilized. To satisfy the classification 

algorithms, training datasets and testing datasets are both required. In this case, how would 

one maximize the utility of the limited amount of data? The cross-validation method is one 

of the best choices to achieve this goal.  

3.1.1 Cross Validation 

The statistical method, cross-validation, is used to evaluate and compute learning 

algorithms by dividing data into two parts: one part for training and the other one for testing. 
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The typical mechanism of cross-validation is that both training and testing sets must cross 

over in successive rounds so that each data point has chances to be used as a training data 

point to build the model and a testing data point to be validated, which utilizes the dataset 

as much as possible. In this project, fivefold cross-validation was used. In the fivefold 

cross-validation, the data is partitioned into five equally sized folds firstly. Five iterations 

of training data and testing data are performed so that each iteration contains a different 

fold of testing data while the rest of the data are used as training data [27]. By using fivefold 

cross-validation, one data point will not be present in both the training dataset and testing 

dataset; therefore, the model will not be able to cheat. As shown in Figure 12, the orange 

highlighted fold is the testing dataset, while the blue highlighted folds are the training 

datasets. The training dataset in each iteration is much more than the testing dataset because 

the classification model should be done in a way that has enough instances to train on to 

avoid giving the poor results when used for testing [28]. 

 

Figure 12. Five-Fold Cross Validation 

 In this project, one more step was added into the fivefold cross-validation process 

to avoid the possible imbalance class problems in each fold, which was separating the data 

based on their class labels at first. Then we randomly selected 1/5 portion of data from each 

separated class dataset and combined them into one-fold. After applying the fivefold cross-



 24 

validation on the data, five sets of training data and five sets of testing data were ready to 

be processed by the classification algorithms.  

3.1.2  Black Box & White Box 

The first step of classification as mentioned before is to build the classification 

model. Classification models are built with training data by applying the classification 

algorithms, which can be categorized into two approaches: black-box models and white-

box models. Black-box models are considered as the proposals that are very difficult to 

explain and to be understood in practical applications, which include those proposals 

containing a complicated mathematical function, distance function, and the representation 

space [29]. One of the most common black-box-based models is the hyperplane-based 

models, such as support vector machines [30], which use a subspace to separate the 

problem’s classes. Another important black-box-based model type is inspired by the 

biological neural networks, which exploit the possible functional similarities between the 

human brain and artificial information processing systems [31]. 

White-box models, also called the explainable models, are those models based on 

patterns or rules, which can be understood and explained in practical applications [29]. The 

common model decision trees [32], a good demonstration of a white-box model, provide 

accurate results and understandable models for analyzing the application domain. Some 

other popular white-box models are linear regression models [33], Bayesian Networks [34], 

Naive Bayes [35], and so on. 

To evaluate a classification model is not only according to the accuracy of its 

predictions, but also relates to the explainability and the interpretability of its predictions 

[36]. The debates between black-box and white-box models have never stopped since the 
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essential difference between these two models is the trade-off of accuracy and the 

interpretation of predictions. In general, black-box models are regarded as having high 

performance of accuracy but hard to interpret, while white-box models are regarded as 

having understandable internal logic and structure with simpler computation and higher 

cost [37]. In this project, SVM classifier as the representative of black-box model and naive 

bayes classifier as the representative of white-box model were implemented and applied 

on datasets, so advantages and disadvantages on both types of models can be deeply studied 

and compared. 

3.2 Support Vector Machines 

Support Vector Machine (SVM), one of the most popular machine learning 

algorithms, was introduced in 1992 by Boser, Guyon, and Vapnik in COLT-92 [38]. 

Support vector machines are a set of related supervised learning methods for 

classification and regression. The mapping function is used to predict which maps 

independent variables to dependent variables. The mapping function is a hyperplane or a 

set of hyperplanes in a high-dimensional space to separate data points into classes. 

For instance, two classes of data points in Figure 13 are represented by the red 

color and green color. A line was drawn to separate the two classes, which is called the 

decision boundary in SVM. A hyperplane is the best choice of the decision boundary, 

which means it separates the data in the best way. The distances from the decision 

boundary (black line) to the nearest data points from both sides are called margins. While 

the margins from both sides are equal, the margins are the maximum values, and they 

form the maximum margin classifier. For real world data, choosing the decision boundary 

that allows misclassifications is essential; therefore, the soft margin classifier, also called 
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support vector classifier, is used. The name support vector classifier comes from the fact 

that the data points on the edge and within the soft margin, the data points in the black 

circle in Figure 14, are called support vectors. 

 
Figure 13. Example 1 of SVM  

 

 
Figure 14. Example 2 of SVM 

  When the data are one-dimensional, the support vector classifier is a single 

point; when the data are two-dimensional, the support vector classifier is a line. However, 

not all datasets are linearly separable, which means they cannot be separated with a 

straight line like the example in Figure 13. For instance, the dataset in Figure 15 is not 

separable linearly. To separate this dataset, we start with adding a Y-axis on the graph, as 

shown in Figure 16. The Y value for each data point equals the square of X value. Now 
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each data point has X and Y coordinates, which makes the data two-dimensional. Then a 

support vector classifier, the red line in Figure16, can be drawn to separate the two 

classes. The main idea of SVMs is moving the data into a relatively higher dimension, 

and then finding a support vector classifier that separates the higher dimensional data into 

groups. The mechanism is very powerful and can be applied to infinite dimensional data 

because the data can always be separated by its one-dimensional higher space. 

 

 

Figure 15. Example 3 of SVM 

 

 
Figure 16. Example 4 of SVM 

A kernel function is used to systematically find the support vector classifier in 

higher dimensions. In the example of Figure 16, the Polynomial Kernel is used. The 

equation for Polynomial kernel is K(x, y) = (xTy+c)d. Some other popular kernel 

functions include gaussian radial basis function [39], linear kernel, multi-layer 

perceptron, and so on [38]. 
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Finding the support vector classifier is the most critical part in SVM algorithms. 

To implement SVM classification, two sets of input data are taken. The first input dataset 

is the training dataset, which finds the support vector classifier; the second input dataset 

is the testing dataset, which is used to predict the classes by mapping the data points 

based on the support vector classifier. In this project, SVM light [40] with the linear 

kernel was used. 

3.3 Naive Bayes 

Naive Bayes classifiers are a collection of white-box classification algorithms based 

on Bayes’ Theorem, which follow the principle that making the predictions 

probabilistically, and every pair of features being classified is independent of each other. 

Bayes’ Theorem is named after a eighteenth century mathematician Thomas Bayes, which 

is a mathematical formula for determining conditional probability. Conditional probability 

is regarded as the likelihood of an event or outcome occurring, according to the occurrence 

of the existing events. For example, event A is winning the red box in the raffle, and there 

is a 60% chance of winning the red box. Event B is having candies in the red box, and there 

is a 50% chance of having candies in the red box. Therefore, the probability of winning the 

red box and having candies in the red box is equal to P (candies | red box) • P (red box) = 

(0.50) • (0.60) = 0.3. Bayes’ Theorem provides a way to update the existing prediction by 

incorporating new or additional evidence. The formula of Bayes’ Theorem is as follows. 

𝑃(𝐴|𝐵) =
P(A) ∗ P(B|A)

P(B)
 

P(A): The probability of A occurring 

P(B): The probability of B occurring 

P(A|B): The probability of A given B 
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P(B|A): The probability of B given A 

In practical datasets, it’s more likely to have more than one attribute of one data 

point and more than one class in one dataset. Therefore, the naive bayes classifier is used. 

While B represents n attributes of data point as a vector B = (b1, b2, …, bx), A has m classes 

in the dataset (a1, a2, … ay). The formula of the naive bayes is as follows. 

 

 

If there are y classes in the dataset, one data point will have y probabilities. The 

naive bayes classification is to derive the maximum posterior probability, which is the 

maximal P(A|B). 

The datasets in this project contained both binary attributes and continuous 

attributes. In order to implement Naive Bayes on the datasets, the continuous attributes 

were converted into binary attributes. Two sets of continuous attributes were in the 

datasets, one set was the “CATEGORY” attributes, another set was the 

“SUBCATEGORY” attributes. Both sets of attributes were the counts of the frequency. 

Therefore, converting the continuous attributes into binary attributes was to set the 

frequency of the “CATEGORY” attributes and “SUBCATEGORY” attributes as binary. 

For example, if the “fruity” under the “CATEGORY” attribute counted 3 for this wine, it 

was signed “1” under the binary attribute “fruity3;” if the “fruity” counted 0 times for this 

wine, it was signed “1” under the binary attribute “fruity0.” After converting the continuous 

attributes into binary attributes, the Bernoulli Naive Bayes classifier for binary attributes 

was implemented. 
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3.3.1 Bernoulli Naive Bayes 

Bernoulli Naive Bayes is a variant of Naive Bayes, which is often used for discrete 

data, where attributes are only in binary form. The formula is as follows. 

 

Nic: The number of reviews containing attribute Ai and in class B 

Nc: The number of class B 

The probability to calculate is the frequency of the key word occurring in the wine 

reviews. For example, there are 100 reviews in the dataset with 60 negative classes. In the 

60 negative classes, 23 classes contain the attribute “blueberry.” Therefore, the probability 

P(“blueberry”|negative) = 23/60=0.38. However, not all attributes occur in the dataset; 

therefore, Laplace smoothing was used to avoid zero prior probabilities by adding 1 to the 

dividend and adding the number of values in B to the divisor. 

3.4 Evaluation Matrix 

To evaluate the result, four different statistical measures were used: True Positive 

(TP), False Positive (FP), True Negative (TN), False Negative (FN). As shown in Table 5, 

a true positive prediction means that the prediction of the model was correct, and the wine 

was predicted as positive class; a false positive prediction means that the prediction of the 

model was incorrect, and it predicted the wine was also positive class. A true negative 

prediction means that the prediction of the model was correct, and the wine was predicted 

as a negative class; a false negative prediction means that the prediction of the model was 

incorrect, and the wine was predicted as a negative class. 
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Table 5. Evaluation Matrix 

 

To better understand the result of the classification, four metrics of measurements 

were used as well: Accuracy, Precision, Recall, and F-score. Accuracy was the percentage 

of wines that have been correctly classified across all the wines. Essentially it tells us how 

many wines were correctly predicted as positive and negative. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + TN + FP + FN
 

 Precision, also called positive predictive value, was the number of wines that were 

predicted as positive and were correct. This showed how many wines were positive and 

being correctly predicted out of all the positive predictions. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP + FP
 

Recall, also known as sensitivity, was the proportion of the positive wines that were 

predicted correctly. This metric showed how well the model can correctly predicted wines 

that were positive. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP + FN
 

F-score was a measure that took the mean of the combined precision and recall. 

This metric looked at precision and recall as a single metric and measured how many of 

the positive wines were predicted correctly. 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 
Precision ∗ Recall

(Precision + Recall)
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CHAPTER 4 ENHANCING CWW WITH ROBERT PARKER REVIEWS 

4.1 Robert Parker  

When wine reviews were written by those who had close relationships with the 

wine industry before the 1970s, it was more like wine promotion than critical assessment 

[42]. A United States lawyer, Robert Parker, who had no formal training in the wine 

tasting, decided to use his reputedly olfactory and gustatory talents for describing and 

critiquing the qualities of wine with his own way. Robert M. Parker, Jr., one of the 

world’s most influential wine critics, has been regarded as the most successful in the field 

of wine writing [43]. Robert Parker’s wine reviews are described as “remarkably 

powerful contemporary rhetoric which has had an unprecedented impact in the world of 

prestigious wine for more than two decades” [31]; therefore, unlike Wine Spectator’s 

reviews, which are shorter and more precise, Robert parker’s reviews are more 

descriptive and colorful.  

As shown in Table 6, two wine reviews about the 2017 E. Pira e Figli Barolo 

Mosconi are from Robert Parker (the left column) and Wine Spectator (the right column). 

The review from Robert Parker contains much more information than Wine Spectator, 

not only the taste of the wine quality, but also wine-related information such as it’s from 

the “hot vintage.” On the other hand, the review from Wine Spectator is much shorter and 

pithy with very straight forward descriptions of the taste of the wine. Studying these two 

different types of reviews is of great significance to the research of this project. 
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Table 6. Wine Review of E. Pira e Figli Barolo Mosconi 2017 from Robert Parker and 
Wine Spectator 

 

4.2  Computational Wine Wheel Update 

As mentioned in Chapter 2, Computational Wine Wheel has been the data 

preprocessing tool that used on the wineinformatics research in the past. CWW works as a 

dictionary using one-hot encoding to convert the attributes of wine reviews to vectors. 

However, the Computational Wine Wheel was built based on the reviews of Wine 

Spectator and was used on the reviews of Wine Spectator as well. In this project, all the 

words in the CWW that generated from Wine Spectator’s reviews were used to map the 

attributes of the reviews from Robert Parker, which is a brand-new performance since ever. 

Based on the study of the reviews from Robert Parker and Wine Spectator from the last 

section, the difference between the reviews of Wine Spectator and Robert Parker is obvious 

and distinguished. To improve the efficiency of the application on the CWW, as well as to 

make it more compatible with the reviews from Robert Parker, the update iteration of 

CWW was necessary. 

An update iteration for Computational Wine Wheel means enlarged the vocabulary, 

which was done by adding new wine attributes that were extracted from new wine reviews. 

For expanding the wine attribute dictionary, the Robert Parker wine reviews of 513 wines 
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that are the 1855 Bordeaux Wine Official Classification made in the 21st century (2000-

2020) were used for new attributes extraction. 

4.3 Hand Extraction of CWW3.0 

The extraction process for CWW3.0 was purely manual, and it contained a few 

steps. For example, Figure 17 shows a wine review of the 2016 Mouton Rothschild from 

Robert Parker. The first step was hand extracting the attributes that would be important to 

determine the quality of the wine and listing them as shown in Table 7 under the column 

“Hand extracted attributes.” The second step was to programmatically extract the 

attributes from the Robert Parker review by using the CWW2.0 to see how many 

attributes the CWW2.0 already contained. The second column in Table 7 named 

“Program extracted attributes” shows the attributes extracted by the program. The third 

step was to compare the attributes that were extracted by hand with the attributes 

extracted by program of CWW2.0. The third column in Table 7 named “Common 

Attributes” displays the attributes extracted both by hand and program. To check the 

efficiency of the attribute extraction of the CWW2.0 was to figure out how many 

important attributes the program actually extracted. The extraction rate equals the count 

of attributes both extracted by hand and program (column “Common Attributes” in Table 

7) divided by the count of hand extracted attributes (column “Hand extracted attributes” 

in Table 7). As shown in Table 7, the common attributes count was 20, divided by the 

hand extracted attributes count 26, so the extraction rate was 20/26 = 77%. By looking at 

the extraction rate, we know how many percent of the attributes that the CWW2.0 

contains after applying it on Robert Parker’s reviews. The last step was to add new 

attributes that were useful to the CWW.  
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Figure 17. Hand Extraction Process Example 1. 

 

Table 7. Example of Extraction Rate Progress 

 

The review in Table 7, the hand extracted attributes that were not in the common 

attributes were considered to add into the CWW. 

From this review, six new attributes were added into the CWW. In the CWW2.0, 

“BLACKCURRANT” existed as a “BLACK CURRANT;” however, the program was not 

able to extract “BLACKCURRANT” as “BLACK CURRANT,” adding 

“BLACKCURRANT” into the CWW was important and the normalized name of it was 

the “BLACK CURRANT.” “FINE-GRAINED,” “SILT-LIKE TANNINS,” “ANISEED,” 

“CAMPHOR,” and “MAGIC” as new descriptive attributes were also added into the CWW. 
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Broadly speaking, three major types of attributes were added. The first type was the 

new savory/descriptive attributes. Because the styles of reviews from Wine Spectator and 

Robert Parker are so different, so many descriptive words that Robert Parker uses 

frequently that rarely show up in Wine Spectator’s reviews. For example, “CUMIN SEED,” 

“ROSE HIP TEA,” “TILLED SOIL,” “VEGETABLE,” “BLACK FOREST CAKE,” and 

so on. However, considering the actual frequency of utilization, as well as avoiding 

redundancy, those descriptive attributes that show up rarely were not added, such as 

“ACACIA FLOWER,” “TART ACID,” “SMORGASBORD,” and so on. 

For the situation of having a long group of words that were not extracted as one 

attribute, such as “INTENSE AROMATICS,” the program extracted “INTENSE” and 

“AROMATICS,” which was not an accurate description and also caused the redundancy. 

Therefore, the second type of attributes, the multiple-word groups, were added. For 

example, “INTENSE AROMATICS” was normalized as “INTENSE.” 

The third type was adding different formats of existing attributes in CWW2.0. This 

scenario can be very tricky. For example, in Figure 18, the attribute “FRESH FIGS” was 

extracted by the program as “FRESH” and “FIGS,” and they were normalized as “FRESH” 

and “FIGS.” Let’s look into Figure 18, the words “FIGS” and “FRESHNESS” were 

extracted by the program as “FRESHNESS” and “FIGS,” as well as normalized as 

“FRESH” and “FIGS.” However, these two reviews had big differences between the “FIGS” 

while they were normalized as the same attributes. The “FRESH FIGS” in Figure 18 should 

be extracted as one attribute and then normalized as “FIGS,” while the “DRIED FIGS” and 

“FRESHNESS” in Figure 19 should be extracted as two attributes and then normalized as 

“DRIED FIGS” and “FRESH.” Therefore, two new attributes “FRESH FIGS” (normalized 
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as “FIGS”) and “DRIED FIGS” (normalized as “DRIED FIGS”) were added. Adding this 

type of attributes was one of the most important steps out of the whole enhanced CWW 

project, because this step significantly improved the accuracy and reduced the redundancy 

of CWW. 

 

Figure 18. Hand Extraction Process Example 2. 

 

 
Figure 19. Hand Extraction Process Example 3. 
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Eventually, 769 new attributes were added into the CWW3.0. The next process was 

to get rid of unnecessary attributes. The most essential principle of this step was to reduce 

the redundancy for programming. Similar to adding attributes in the last process, there were 

three types of attributes for deletion. Firstly, the plural formats were very important for 

programming extraction. During our programming extraction, the one-word attributes were 

separated from multi-word attributes. One-word attributes always need to have both single 

and plural in CWW so that both formats can be extracted. While in the case where the 

plural is added directly to s or es, multi-word attributes just need the single format in CWW 

and both single and plural will be extracted. Therefore, the unnecessary multi-word 

attribute plurals were deleted, such as “RED CURRANTS,” “ASIAN SPICES,” 

“SMOKED MEATS,” and so on. 

Secondly, the needless word groups were removed as well. For example, “HINTS 

OF ORANGE,” “TOUCH OF SMOKE,” “NOTES OF BEEF,” these attributes were 

normalized as “ORANGE,” “SMOKE,” and “BEEF.” In the vocabulary of CWW, 

“ORANGE,” “SMOKE,” “BEEF” exists, and those attributes will always be extracted and 

normalized no matter what. Therefore, removing the redundant word groups helped the 

efficiency of the programming. The meaning of having word groups in CWW was to 

capture either a different or more accurate description, otherwise it’s meaningless. 

The last type to delete was the very broad attributes that show up frequently in 

reviews without clear direction, such as “WEIGHT,” “STRUCTURE,” and so on. For 

example, in a review of “the plate has fantastic intensity with a very elephant, modest 

weight, featuring super-ripe…”, the program extracted “WEIGHT” while it did not have a 

clear expression about how the wine was. Instead of extracting “WEIGHT,” “MODEST 
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WEIGHT” is more meaningful. Ultimately, 111 attributes were deleted from the 

Computational Wine Wheel. 

4.4  Computational Wine Wheel 2.0 vs. Computational Wine Wheel 3.0 

After the processes of adding attributes and deleting attributes, as shown in Table 

8, the CWW3.0 final version ended up with 14 categories, 34 subcategories, 1191 

normalized attributes, and 2589 specific terms. 632 new specific terms and 192 new 

normalized attributes were added. 

Table 8. Comparison of CWW2.0 and CWW3.0 

 
The updated iteration of Computational Wine Wheel, CWW3.0, was expanded by 

adding new attributes that were extracted from the wine review of Robert Parker. All of 

the wine reviews were from wines that were the 1855 Bordeaux Wine Official 

Classification made in the 21st century (2000-2020). The data source of CWW2.0 was 

wine reviews from Wine Spectator. CWW3.0 contained 657 more specific-term attributes 

and 205 more normalized attributes than CWW2.0 

To have a better understanding of the differences between CWW2.0 and CWW3.0, 

Table 9 the CWW2.0 and Table 10 the CWW3.0 with detailed statistics are displayed. As 

mentioned in Chapter 2, the Computational Wine Wheel has multiple levels and branches 

to separate the very broad categories of wine attributes into more specific and detailed 

subcategories, which includes “CATEGORY_NAME,” “SUBCATEGORY_NAME,” 
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“SPECIFIC_NAME,” and “NORMALIZED_NAME.” Table 9 is a detailed statistical 

record of CWW2.0, and Table 10 is the record of CWW3.0 with new added attributes 

counts. 

Table 9. CWW 2.0 Statistical Record 
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Table 10. CWW 3.0 Statistical Record  

 
 

In Table 10, two extra columns are added that are named “SPECIFICE_NAME 

added” and “NORMALIZED_NAME added,” which record the new added attributes 

amount. The yellow highlighted numbers are negative, which means those are the deleted 

attributes. The red highlighted numbers represent the largest amount of new added 

attributes. Newly added “SPECIFIC” and “NORMALIZED” attributes also affect the 

continuously increasing number of “CATEGORY” and “SUBCATEGORY.” Therefore, 

all four branches in CWW were utilized for the classification. 
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CHAPTER 5 EVALUATION OF ROBERT PARKER AND WINE SPECTATOR 

After updating the Computational Wine Wheel, the second goal of this research 

was to evaluate and compare the consistency of the wine reviews from Wine Spectator and 

Robert Parker by using the new Computational Wine Wheel 3.0. In this chapter, the results 

of implementing SVM classifiers and Naive Bayes classifiers on the datasets after applying 

the Computational Wine Wheel will be discussed. In order to better study the performance 

of the new iteration Computational Wine Wheel 3.0, the results of datasets after applying 

the last version CWW2.0 are demonstrated as the reference. 

5.1  Classification Results 

After applying the Computational Wine Wheel on the datasets, CWW3.0 can 

generate 1239 (14 CATEGORY + 34 SUBCATEGORY + 1191 NORMALIZED) 

attributes and CWW2.0 can generate 1034 (14 CATEGORY + 34 SUBCATEGORY + 986 

NORMALIZED) attributes. Since there are three different sets of attributes, the input data 

were prepared differently for four different experiments based on the methodology used in 

one of the previous research [17] to maximize the power of the Computational Wine Wheel: 

The first experiment used wine reviews with only “CATEGORY” attributes, resulting in a 

continuous dataset with 14 attributes from both CWW2.0 and CWW3.0; The second 

experiment used reviews with only “NORMALIZED_NAME” attributes, resulting in a 

binary dataset with 986 attributes from CWW2.0 and 1191 attributes from CWW3.0, which 

is similar to that used in most previous studies [19, 46, 47]; The third experiment used 

reviews with both “CATEGORY” and “NORMALZIED_NAME” attributes, resulting in 

a mixed dataset with 1000 attributes from CWW2.0 and 1205 attributes from CWW3.0. 

The fourth experiment used reviews with “CATEGORY,” “NORMALIZED_NAME,” and 
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“SUBCATEGORY” attributes, resulting in a mixed dataset with 1034 attributes from 

CWW2.0 and 1239 attributes from CWW3.0, which provides all information that can be 

extracted from the computational wine wheel. Figure 20 demonstrates the attributes 

contained in each experiment. The four experiments method will be used in both Chapter 

5 and Chapter 6 to demonstrate the result of classification. As introduced in Chapter 2, all 

five datasets from different data sources were used in this research and the results are 

provided in the following sections. 

 
Figure 20. Four Experiments for Data Classification 

 

5.1.1  Dataset 1 : 1855 Elite Bordeaux Wine  

Dataset 1 contained 513 wines that were in the 1855 Bordeaux Wine Official 

Classification list made in the 21st century. Figure 21 compares the SVM accuracy results 

of all four experiments of Wine Spectator and Robert Parker after applying both 

Computational Wine Wheel 2.0 and 3.0. 
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Figure 21. SVM Accuracy Results of Dataset 1 

 Looking at the two Wine Spectator columns, experiment 1 (CATEGORY attributes 

only) stayed the same on both, but other three experiments had obvious improvements after 

applying on the CWW3.0, especially experiment 3 improved 3.71%. However, looking at 

the two Robert Parker columns, both experiment 1 and 2 improved around 1%, while 

experiment 3 stayed the same and experiment 4 decreased 1.36%. These results were 

surprising because what was expected was the obvious improvement on Robert Parker’s 

reviews instead of Wine Spectator since the updating of CWW3.0 was based on Robert 

Parker’s reviews. 

The second classification method was Naive Bayes. Figure 22 displays the accuracy 

results of implementing Naive Bayes Classification. 
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Figure 22. Naive Bayes Accuracy Result of Dataset 1 

On experiment 2 (NORMALIZED attribute only), the results of Robert Parker 

increased 1% from applying CWW2.0 to CWW3.0. On both Experiment 3 and 4, Wine 

Spectator’s datasets of CWW3.0 increased about 2-3% compared to applying CWW2.0, 

which are obvious improvements. 

From Dataset 1’s results, SVM classification achieved the highest result of 78.36%, 

which was the result of Wine Spectator after applying CWW3.0 on Experiment 4 (all three 

sets of attributes). The highest result from Naive Bayes was 77.52%, which was the result 

of Wine Spectator after applying CWW3.0 on Experiment 3 (CATEGORY + 

NORMALIZED attributes). 
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5.1.2  Dataset 2 : Bordeaux Wine  

Dataset 2 included 2341 wines that come from Bordeaux, one of the most famous 

wine-making locations. Figure 23 displays the accuracy result after implementing SVM on 

dataset 2. 

 

Figure 23. SVM Accuracy Results of Dataset 2 

 On Experiment 1, compared to results from applying CWW2.0 and CWW3.0, both 

Wine Spectator and Robert Parker's results increased from 1.5%-2%. However, on 

Experiment 2, compared to results from applying CWW2.0 and CWW3.0, both Wine 

Spectator and Robert Parker’s results decreased. The highest result from Dataset 2 was 

79.97%, which happened twice, one was the result from Robert Parker after applying 

CWW3.0 on Experiment 3 (CATEGORY + NORMALIZED attributes), and the other one 

was the result from Wine Spectator after applying CWW3.0 on Experiment 4 (all three sets 

attributes). 

Figure 24 displays the results after implementing Naive Bayes classification. Based 

on the pattern of the graph, except Wine Spectator on Experiment 2, all of the datasets after 



 47 

applying CWW3.0 increased compared to applying CWW2.0, which proves that the 

enhancement of the Computational Wine Wheel actually helped improve the accuracy. 

 

Figure 24. Naive Bayes Accuracy Result of Dataset 2 

The highest result after implementing Naive Bayes on Dataset 2 was equal to the 

highest result of SVM, 79.97%, which was the result of Wine Spectator after applying 

CWW3.0 on Experiment 3. Compared to Figure 23 and Figure 24, the fluctuation and 

difference between Wine Spectator and Robert Parker after applying CWW2.0 and 

CWW3.0 were more obvious on Naive Bayes results than SVM. 

5.1.3  Dataset 3 : Italy Wine  

Dataset 3 contained 3198 wines that were produced in Italy, which is one of the 

oldest wine-producing regions in the world. Figure 25 displays the SVM accuracy results 

of Dataset 3. 
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Figure 25. SVM Accuracy Results of Dataset 3 

 In Figure 25, the results of Wine Spectator after applying CWW3.0 had no obvious 

increase compared to applying CWW2.0, but a slight decrease on Experiment 3 and 

Experiment 4. The results of Robert Parker had an average of 6% lower accuracy than 

results of Wine Spectator in all four experiments. The highest result of SVM on Dataset 3 

was 82.49%, which was the result of Wine Spectator after applying CWW2.0 on 

Experiment 4 (all three set attributes). 

Figure 26 displays the results of Dataset 3 after implementing Naive Bayes 

classification. 
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Figure 26. Naive Bayes Accuracy Result of Dataset 3 

For Wine Spectator datasets, the results in Figure 26 after applying CWW3.0 

decreased on Experiment 1, 2, and 3 compared to after applying CWW2.0, but a slight 

increase on Experiment 4. For Robert Parker datasets, the results after applying CWW3.0 

increased on Experiment 1, 2, and 3 compared to after applying CWW2.0, but a slight 

decrease on Experiment 4, which was the opposite movement to Wine Spectator. The 

highest accuracy result from Naive Bayes classification was 82.8%, which was the result 

of Wine Spectator after applying CWW2.0 on Experiment 2 (NORMALIZED only). On 

all four experiments, Wine Spectator’s results were higher than Robert Parker’s, which was 

a similar movement as shown in SVM’s Figure 25. 

Compared to results of SVM, Naive Bayes results were all higher on Experiment 1, 

2, and 3, except Robert Parker after CWW2.0 on Experiment 3. SVM achieved higher 

accuracies on Experiment 4. The highest accuracy from Dataset 3 was 82.8, which was the 
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result of implementing Naive Bayes on Wine Spectator reviews after applying CWW2.0 

on Experiment 2. 

5.1.4  Dataset 4 : California Wine  

Dataset 4 contained 4180 wines that were produced in California, which is one of 

the most important wine productions in the US industry. Figure 27 displays the SVM 

accuracy results of Dataset 4. 

 

Figure 27. SVM Accuracy Results of Dataset 4 

 On Experiment 1, Robert Parker’s accuracies in Figure 27 were almost 20% lower 

than Wine Spectator’s accuracies. On Experiment 2, Experiment 3 and Experiment 4, 

Robert Parker’s accuracies from after applying CWW3.0 all increased compared to after 

applying CWW2.0, while Wine Spectator’s accuracies stayed almost the same after 

applying CWW2.0 and CWW3.0. The highest result after applying SVM on Dataset 4 was 

86.8%, which was the result of Wine Spectator after applying CWW3.0 on Experiment 4 

(all three set attributes). 
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Figure 28 shows the accuracy results of Dataset 4 after implementing Naive Bayes 

classification. The accuracies from Robert Parker were much lower than the accuracies 

from Wine Spectator. 

 

Figure 28. Naive Bayes Accuracy Result of Dataset 4 

On all four experiments in Figure 28, the accuracies of Robert Parker after applying 

CWW3.0 increased compared to applying CWW2.0, while the Wine Spectator’s accuracies 

also increased after applying CWW3.0 compared to CWW2.0 except Experiment 1 

(CATEGORY only). The highest accuracy after implementing Naive Bayes on Dataset 4 

was 85.84%, which was the Wine Spectator after applying CWW3.0 on Experiment 2 

(NORMALIZED only). 

The results from both SVM and Naive Bayes showed that the Wine Spectator 

datasets achieved much higher accuracies than Robert Parker. The results from SVM all 

achieved higher accuracies than the results from Naive Bayes, except the result of Wine 

Spectator dataset after applying CWW3.0. The highest accuracy result from Dataset 4 was 
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86.8%, which was the result of implementing SVM on Wine Spectator dataset after 

applying CWW3.0 on Experiment 4 (all three sets attributes). 

5.1.5  Dataset 5 : All Datasets Combination 

Dataset 5 contained 10,232 wines that were formed by the former four datasets, 

which contained all the wine data from this research. Figure 29 displays the SVM accuracy 

results of Dataset 5. 

 

Figure 29. SVM Accuracy Results of Dataset 5 

 From the flow of the graph in Figure 29, it is obvious to see that the accuracies of 

Robert Parker after applying CWW3.0 increased compared to applying CWW2.0, while 

the accuracies of Wine Spectator after applying CWW3.0 stayed almost the same compared 

to applying CWW2.0. Because this dataset contained all wine data in this project, this flow 

explained that CWW3.0 increased the SVM accuracy for Robert Parker's wine reviews 

compared to Wine Spectator’s wine reviews, which was understandable for CWW3.0 was 

expanded based on Robert Parker’s reviews and CWW2.0 was based on Wine Spectator’s 

reviews. The highest accuracy of Dataset 5 after implementing SVM classification was 
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81.95%, which was the Wine Spectator after applying CWW2.0 on Experiment 2 

(NORMALIZED only). 

Figure 30 displays the accuracy results of Dataset 5 after implementing Naive 

Bayes classification. 

 

Figure 30. Naive Bayes Accuracy Result of Dataset 5 

Figure 30 has the similar flow on the graph as SVM results in Figure 29, which was 

the increase on Robert Parker applying CWW3.0 compared to applying CWW2.0 and no 

obvious movements on Wine Spectator applying CWW3.0 compared to applying CWW2.0. 

The highest accuracy from Dataset 5 after implementing Naive Bayes was 80.32%, which 

was the result of Wine Spectator after applying CWW2.0 on Experiment 2 

(NORMALIZED only). 

For both Robert Parker and Wine Spectator’s reviews, SVM achieved better 

accuracies on most experiments than Naive Bayes, except Wine Spectators on Experiment 

1. The highest accuracy from Dataset 5 was 83.48%, which was the SVM result of Wine 

Spectator after applying CWW3.0 on Experiment 4 (all three sets attributes). 
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5.2  Dataset Results of Accuracy and Balance Statistic 

 This chapter contained five datasets. Each dataset contained two data sources, one 

was Robert Parker and the other one was Wine Spectator. Each data source generated two 

sub-datasets, one was the dataset after applying CWW2.0 and the other one was the dataset 

after applying CWW3.0. Each sub-dataset contained four experiments, which were 

Experiment 1 (CATEGORY attributes only), Experiment 2 (NORMALIZED only), 

Experiment 3 (CATEGORY + NORMALIZED attributes), and Experiment 4 

(CATEGORY + SUBCATEGORY + NORMALIZED attributes). This project in this 

chapter in total contained 80 data subsections for classification. Two classification 

algorithms were implemented in this project, therefore, 160 sets of results with the 

evaluation metrics introduced in Chapter 3 were generated. However, it is not applicable 

to discuss every set of results in this chapter. The focus of the result discussion in this 

chapter is the accuracy, as demonstrated above. To have a better understanding on the 

application of the Computational Wine Wheel 2.0 and 3.0, the results of all five datasets 

were compared. 

These five datasets were not all balanced datasets. Table 11 displays the positive 

and negative cases counts for all five datasets. 

Table 11. Positive and Negative cases count for all datasets 
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As shown in Table 11, Robert Parker had more balanced datasets compared to Wine 

Spectator, especially Dataset 4 contained 47% positive and 53% negative. Dataset 4 from 

Wine Spectator was the most imbalanced dataset, which contained 16% positive and 84% 

negative cases. The imbalanced dataset can easily cause high accuracy because the 

prediction tends to predict the high percentage class (in dataset 4 will be the negative class 

for Wine Spectator), which explains why the results from Wine Spectator achieved much 

higher accuracy than Robert Parker on Dataset 4. 

5.3  Dataset Results of CWW2.0 and CWW3.0 Comparison 

After enhancing the Computational Wine Wheel, the comparison of CWW2.0 and 

CWW3.0 proves the functionality of the new iteration CWW3.0. As mentioned in previous 

chapters, CWW2.0 was based on the reviews of Wine Spectator, while CWW3.0 was 

enhanced by using the reviews of Robert Parker. Therefore, to have a better vision of 

whether the CWW3.0 improves the results or not, this section will detail the four metrics 

of measurements introduced in Chapter 3: Accuracy, Precision, Recall, and F-score. 

5.4   Evaluation Results 

5.4.1   Accuracy Result 

 Table 12 displays the accuracy movement of each dataset. All five datasets’ results 

were collected. The “RP/WS increased” columns show how many times the accuracy of 

the dataset after applying CWW3.0 increased compared to applying CWW2.0, while the 

“RP/WS decreased” columns show how many times the accuracy decreased. Each dataset 

contained two classification algorithms with four experiments, which ended at a total of 8 
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times differences. If there was an equal accuracy on both CWW2.0 and CWW3.0, it was 

not counted in this table.  

Table 12. Statistical Record of Accuracy improvement after applying CWW3.0 

 

As shown in Table 12, Robert Parker’s datasets had 84% possibility to increase the 

accuracy after applying CWW3.0 compared to CWW2.0, while Wine Spectator’s datasets 

had 74% chance to increase the accuracy after applying CWW3.0. 

5.4.2   Precision Result 

 Table 13 demonstrates the precision movements of all five datasets. The “RP/WS 

increased” columns show how many times the precision of the dataset after applying 

CWW3.0 has increased compared to applying CWW2.0, and the “RP/WS decreased” 

columns show how many times the precision decreased.  

Table 13. Statistical Record of Precision improvement after applying CWW3.0 
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As the “Total” column shown in Table 13, the precision of Robert Parker’s datasets 

after applying CWW3.0 had the possibility of 87% to increase, and the Wine Spectator’s 

dataset’s precision had the chance of 78% to increase. 

5.4.3   Recall Result 

 Table 14 demonstrates the recall movements of all five datasets. The “RP/WS 

increased” columns count the times of the recall of the dataset after applying CWW3.0 

increased compared to applying CWW2.0, and the “RP/WS decreased” columns show how 

many times the recall decreased.  

Table 14. Statistical Record of Recall improvement after applying CWW3.0 

 

Table 14 calculates the final possibility of recall increase based on the records of 

all five datasets. The Robert Parker’s datasets had 78% possibility to increase the recall 

after applying CWW3.0, and the Wine Spectator’s datasets had 57% chance to increase the 

recall. 

5.4.4   F-score Result 

 Table 15 shows the F-score movement of all five datasets. The “RP/WS increased” 

columns count the times of the F-score results after applying the CWW3.0 that increased 
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compared to applying CWW2.0, and the “RP/WS decreased” columns count the times of 

the F-score have decreased.  

Table 15. Statistical Record of F-score improvement after applying CWW3.0 

 

As shown in the “Total” row in Table 15, Robert Parker’s reviews had 87% 

possibility to increase the F-score after applying CWW3.0 compared to CWW2.0, and 

Wine Spectator’s reviews had 68% possibility to increase the accuracy after applying 

CWW3.0. 

In sum, after applying the new iteration Computation Wine Wheel 3.0, both Robert 

Parker and Wine Spectator’s dataset had at least 57% possibility to increase the results. 

Also, the Robert Parker’s datasets had much higher possibility to increase the results of 

Accuracy, Precision, Recall, and F-score compared to Wine Spectator after applying 

CWW3.0. Each measurement metric has all detailed results in Appendix A. 
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CHAPTER 6 COMBINATION REVIEW OF ROBERT PARKER AND WINE 

SPECTATOR 

 The third goal of this research was to evaluate and compare the consistency of the 

wine reviews from two customized combination datasets from Robert Parker and Wine 

Spectator by using the new Computational Wine Wheel 3.0. In this chapter, the results of 

two types of combination datasets that formed by reviews from Robert Parker and Wine 

Spectator after implementing SVM classifiers and Naive Bayes classifiers will be discussed 

and compared.  

6.1 Customized Combination Dataset 

The first combination dataset type was to combine every instance from Robert 

Parker and Wine Spectator’s reviews into one dataset. For example, the Elite Bordeaux 

dataset contained a total of 1026 wine reviews: 513 reviews from Robert Parker and 513 

reviews from Wine Spectator. The first combination type was the “RPmixWS” dataset that 

contained all 1026 wine reviews from the Elite Bordeaux dataset with each review and its 

score. Therefore, the “RPmixWS” dataset provided more instances for the classification 

models to process. 

The second combination dataset type, named as “RPcomWS,” was combining two 

reviews into one review by connecting them with a space distance, and the score for each 

instance in “RPcomWS” was the average score of Wine Spectator and Robert Parker. As 

shown in Table 16, the first column contains a review from Robert Parker and its score 91; 

the second column contains a review from Wine Spectator and its score 95. Both reviews 

are describing the same wine. After applying the second combination dataset type 
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“RPcomWS,” the third column shows the review of combined reviews and its score 93, 

which is the average of scores of Robert Parker and Wine Spectator. 

Table 16. Example of Combination Dataset “RPcomWS” 

 

Therefore, the Elite Bordeaux dataset contained 513 reviews after “RPcomWS” 

combination. For this combination type, each instance contained both Robert Parker and 

Wine Spectator’s information, which meant more wine attributes were extracted from each 

instance. 

6.2 Datasets and Classification 

As introduced in Chapter 2, all five datasets from different data sources were used 

in this research: Dataset 1 of 1855 Elite Bordeaux Wine, Dataset 2 of Bordeaux Wine, 

Dataset 3 of Italy Wine, Dataset 4 of California Wine, Dataset 5 of All Wine Combination. 

Four different experiment methods used in Chapter 5 were also used in Chapter 6. 

Experiment 1 was using wine reviews with only “CATEGORY” attributes; Experiment 2 

was using wine reviews with only “NORMALIZED” attributes; Experiment 3 was using 

wine reviews with “CATEGORY” + “NORMALIZED” attributes; Experiment 4 was using 

wine reviews with “CATEGORY” + “NORMALIZED” + “SUBCATEGORY” attributes.  
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6.2.1 Dataset 1 : 1855 Elite Bordeaux Wine 

Dataset 1 contained 513 wines that were in the 1855 Bordeaux Wine Official 

Classification list made in the 21st century; combination “RPmixWS” contained 1026 

instances, and combination “RPcomWS” contained 513 instances. Figure 31 displays the 

accuracy results of Dataset 1 after implementing the SVM classification. All results 

decreased after applying CWW3.0 compared to applying CWW2.0, except “RPmixWS” 

dataset on Experiment 2. 

 

Figure 31. SVM Accuracy Results of Dataset 1 

 As shown in Figure 31, the datasets of “RPcomWS” achieved much higher 

accuracies than the datasets of “RPmixWS,” which proved that the second combination 

style helped gaining more information from the reviews for the classification modeling. 

The highest result from SVM classification on Dataset 1 was 82.85, which was the result 

of “RPcomWS” in Experiment 3 after applying CWW2.0. 

The second method was Naive Bayes classification. Figure 32 shows the Naive 

Bayes results of Dataset 1. From the graph flow in Figure 32, the datasets of “RPmixWS” 
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all decreased after applying CWW3.0 compared to applying CWW2.0, while the datasets 

of “RPcomWS” increased after applying CWW3.0 compared to applying CWW2.0. 

 

Figure 32. Naive Bayes Accuracy Result of Dataset 1 

Each set of accuracy results from “RPcomWS” was much higher than the same 

experiment “RPmixWS” result in Figure 32. The highest accuracy result of Dataset 1 after 

implementing Naive Bayes classification was 81.48%, which was the result of “RPcomWS” 

in Experiment 4 after applying CWW3.0. 

Both SVM and Naive Bayes results demonstrated that datasets of “RPcomWS” 

achieved higher accuracies than datasets of “RPmixWS.” Both SVM and Naive Bayes 

results also showed that datasets of “RPmixWS” were more likely to decrease the accuracy 

after applying CWW3.0 compared to applying CWW2.0. The highest accuracy result from 

Dataset 1 was 82.85, which was the SVM accuracy result of “RPcomWS” in Experiment 

3 after applying CWW2.0. 
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6.2.2 Dataset 2 : Bordeaux Wine 

Dataset 2 included 2341 wines that came from Bordeaux; combination “RPmixWS” 

contained 4682 instances, and combination “RPcomWS” contained 2341 instances. Figure 

33 displays the accuracy results of Dataset 2 after implementing SVM. All datasets slightly 

increased after applying CWW3.0 compared to applying CWW2.0, except dataset 

“RPmixWS” on Experiment 2. 

 

Figure 33. SVM Accuracy Results of Dataset 2 

 All datasets of “RPcomWS” achieved higher accuracy results than all datasets of 

“RPmixWS,” with an average of 6% higher accuracy for each experiment. The highest 

accuracy from SVM result was 84.89, which was the result of “RPcomWS” in Experiment 

4 after applying CWW3.0. 

Figure 34 shows the accuracy result of Dataset 2 after implementing Naive Bayes 

classification. The difference between datasets after applying CWW2.0 and CWW3.0 was 
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not very obvious, while the difference between datasets of “RPcomWS” and datasets of 

“RPmixWS” was obvious that “RPcomWS” was achieving much higher accuracy. The 

highest accuracy from Naive Bayes results in Dataset 2 was 83.26, which was the result 

from “RPcomWS” in Experiment 2 after applying CWW2.0 and result from “RPcomWS” 

in Experiment 3 after applying CWW3.0. 

 

Figure 34. Naive Bayes Accuracy Result of Dataset 2 

Comparing Figure 33 and Figure 34, both results show that CWW2.0 and CWW3.0 

caused very slight differences in all datasets. The datasets of “RPmixWS” achieved better 

results on all experiments after implementing SVM classification compared to Naive Bayes. 

The highest accuracy from Dataset 2 was 84.89, which was the SVM result of “RPcomWS” 

in Experiment 4 after applying CWW3.0. 
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6.2.3 Dataset 3 : Italy Wine 

Dataset 3 contained 3198 wines that were produced in Italy; combination 

“RPmixWS” contained 6396 instances, and combination “RPcomWS” contained 3198 

instances. Figure 35 shows the accuracy results of Dataset 3 after implementing SVM 

classification. The accuracy results of “RPcomWS'' achieved much higher than results of 

“RPmixWS.” Datasets of “RPcomWS” in Experiment 2, 3 and 4 all received accuracy 

higher than 83.65%, while all datasets of “RPmixWS” in all four experiments had 

accuracies lower than 80%. 

 

Figure 35. SVM Accuracy Results of Dataset 3 

 As shown in Figure 35, all datasets after applying CWW3.0 had no obvious 

affection compared to applying CWW2.0. The datasets of “RPmixWS” in Experiment 3 

and 4 slightly increased after applying CWW3.0, while datasets of “RPcomWS” in the 

same experiments slightly decreased after applying CWW3.0. The highest accuracy result 
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from SVM was 84.68%, which was the result of “RPcomWS” in Experiment 4 after 

applying CWW2.0. 

Figure 36 displays the accuracy results of Dataset 3 after implementing Naive 

Bayes classification. The results of “RPcomWS” were much higher than the results of 

“RPmixWS” in all four experiments. The applying CWW3.0 on datasets did not cause 

obvious changings in Figure 36. The highest accuracy result from Naive Bayes was 84.27%, 

which was the result of “RPcomWS” in Experiment 2 after applying CWW3.0

. 

Figure 36. Naive Bayes Accuracy Result of Dataset 3 

Both SVM and Naive Bayes’ highest accuracy results achieved higher than 84.27%. 

The results of SVM on Experiments 2, 3 and 4 were better than Naive Bayes results, but 

Naive Bayes achieved better accuracy than SVM in Experiment 1. The highest accuracy 

result of Dataset 3 was 84.68%, which was the SVM result of “RPcomWS” in Experiment 

4 after applying CWW2.0. 
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6.2.4 Dataset 4 : California Wine 

Dataset 4 contained 4180 wines that were produced in California; combination 

“RPmixWS” contained 8360 instances, and combination “RPcomWS” contained 4180 

instances. Figure 37 shows the accuracy results for Dataset 4 after implementing SVM 

classification. As shown in the Figure 37, the results of all datasets increased after applying 

CWW3.0 compared to CWW2.0. 

 

Figure 37. SVM Accuracy Results of Dataset 4 

 For Dataset 4, the results in Figure 37 from “RPcomWS” and “RPmixWS” were 

not having very big distances, both datasets achieved accuracy higher than 80% in 

Experiment 2, 3 and 4. The highest accuracy of Dataset 4 after implementing SVM was 

84.83, which was the result of dataset “RPcomWS” in Experiment 4 after applying 

CWW3.0. 

Figure 38 displays the accuracy results of Dataset 4 after implementing Naive 

Bayes classification. All dataset’s results increased after applying CWW3.0 compared to 
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applying CWW2.0. Experiments 2, 3 and 4 had very similar movement and accuracy. The 

highest result from Figure 38 was 81.75, which was the result of dataset “RPcomWS” in 

Experiment 3 after applying CWW3.0. 

. 

Figure 38. Naive Bayes Accuracy Result of Dataset 4 

Both SVM and Naive Bayes accuracy results had similar flow movement on the 

figures. However, all four experiments on SVM classification achieved higher accuracy 

results than Naive Bayes classification. The highest accuracy result of Dataset 4 was 84.83, 

which was the SVM result of dataset “RPcomWS” in Experiment 4 after applying 

CWW3.0. 

6.2.5 Dataset 5 : All Datasets Combination 

Dataset 5 contained 10232 wines that were formed by the former four datasets; 

combination “RPmixWS” contained 20464 instances, and combination “RPcomWS” 

contained 10232 instances. Dataset 5 contained all instances in this research, which was 

the largest dataset out of all datasets. Figure 39 displays the accuracy results of Dataset 5 
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after implementing SVM classification. As shown in the figure, all datasets increased the 

accuracy after applying CWW3.0 compared to applying CWW2.0. 

 

Figure 39. SVM Accuracy Results of Dataset 5 

 All datasets from the “RPcomWS” achieved higher accuracies than the “RPmixWS” 

in each experiment in Figure 39. Especially Experiments 2, 3 and 4 from “RPcomWS” 

datasets achieved accuracies higher than 83%, and same experiments from “RPmixWS” 

datasets that after applying CWW3.0 achieved accuracies higher than 80%. The highest 

accuracy result from SVM was 84.15%, which was the result of “RPcomWS” in 

Experiment 4 after applying CWW3.0. 

Figure 40 shows the accuracy results of Dataset 5 after implementing Naive Bayes 

classification. This figure shows that datasets of “RPcomWS” achieved better results than 

“RPmixWS” and applying CWW3.0 helped “RPcomWS” datasets achieved better 

performance more than it helped “RPmixWS.” Datasets of “RPcomWS” had the best 

results on Experiment 3, while datasets of “RPmixWS” had the best results on Experiment 
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2. The highest accuracy results of Dataset 5 after implementing Naive Bayes was 80.21, 

which was the result of “RPcomWS” in Experiment 3 after applying CWW3.0. 

 

Figure 40. Naive Bayes Accuracy Result of Dataset 5 

SVM has achieved better results on all four experiments than Naive Bayes, and the 

difference between SVM results and Naive Bayes results was as high as 4.6%. Most 

datasets achieved better results after applying CWW3.0 compared to CWW2.0. The 

highest accuracy result of Dataset 5 was 84.15%, which was the SVM result of “RPcomWS” 

in Experiment 4 after applying CWW3.0. 

6.2.6 Dataset Results of Accuracy and Balance Statistic   

All accuracy results of each dataset were demonstrated in the above. However, the 

results could have been affected by all kinds of reasons, one of them was the balance status 

of the dataset. Table 17 displays the detailed balance status of each dataset. This figure 

calculates how many positive and negative cases in datasets of “RPmixWS” and 

“RPcomWS”, and the percentage of them in each dataset. 
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Table 17. Positive and Negative cases count for all datasets 

  

In Table 17, the most imbalanced dataset for combination “RPmixWS” was Dataset 

3, which contained 28% positive (95+) cases and 72% negative (94-) cases, and the most 

balanced dataset for “RPmixWS” was Dataset 2, which contained 38% positive (95+) cases 

and 62% negative (94-) cases. 

 Table 18 displays the results of four different measurement metrics from the most 

balanced dataset (Dataset 2), the most imbalanced dataset (Dataset 3), and the dataset that 

had the average balance (Dataset 5). Dataset 5 is listed in Table 18 because it contained all 

datasets together, which represented the average results of all datasets.  The accuracy of 

Dataset 2, 78.86%, was the highest accuracy out of all subsets in Dataset 2; the accuracy 

of Dataset 3, 79.13%, was the highest accuracy out of all subsets in Dataset 3; the accuracy 

of Dataset 5, 80.51%, was the highest accuracy out of all subsets in Dataset 5. The highest 

accuracy results from all three datasets were picked as an example; therefore, the 

differences of all three datasets on the balance problem were more obvious. Dataset 5 had 

higher accuracy and precision than Dataset 2 and Dataset 3. Dataset 2 had higher recall and 

f-score than Dataset 3 and 5. Since the Dataset 3 was the most imbalanced dataset, it 

received the lowest recall, precision, and f-score out of all three datasets. 
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Table 18. Results Comparison for Balanced and Imbalanced Dataset for “RPmixWS” 

  

From Table 17, the most balanced dataset for combination “RPcomWS” was 

Dataset 1 and Dataset 2, which contained 34% positive (95+) cases and 66% negative (94-) 

cases; while the most imbalanced dataset for “RPcomWS” was Dataset 3, which contained 

21% positive (95+) cases and 79% negative (94-) cases. Table 19 displays the results of 

four different measurement metrics from the most balanced dataset (Dataset 2), the most 

imbalanced dataset (Dataset 3), and the dataset that has the average balance (Dataset 5). 

The accuracy of Dataset 2, 84.89%, was the highest accuracy out of all subsets in Dataset 

2; the accuracy of Dataset 3, 84.68%, was the highest accuracy out of all subsets in Dataset 

3; the accuracy of Dataset 5, 84.15%, was the highest accuracy out of all subsets in Dataset 

5. 

Table 19. Results Comparison for Balanced and Imbalanced Dataset for “RPcomWS” 

  

 The accuracy of Dataset 2 had the highest accuracy out of all three datasets in Table 

19. Because Dataset 3 contained more imbalance data, which can lead to over-predicting 
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on negative classes (since Dataset 3 contained more negative classes) to cause abnormal 

high accuracy. However, the accuracy of Dataset 2 was higher than Dataset 3, which could 

be that this combination type “RPcomWS” actually extracted the most amount of attributes 

from wine reviews to predict results more accurately. The Recall, Precision, and F-score 

of Dataset 3 were the lowest because it had the most imbalanced dataset. The Recall, 

Precision, and F-score of Dataset 5 were almost the averages of Dataset 2 and Dataset 3, 

which probably because of its balance percentage was also almost the average of Dataset 

2 and Dataset 3. 

 All measurement results (Accuracy, Precision, Recall, and F-score) of all datasets 

are in the appendix for reference purpose. 

6.2.7 Summary   

 The accuracy results in section 6.2 in Chapter 6 came from five datasets (1-Elite 

Bordeaux, 2-Bordeau, 3-Italy, 4-California, 5-All Combination) that were combined into 

two types of combination (“RPmixWS” and “RPcomWS”) to be applied to two versions 

of Computational Wine Wheel (CWW2.0 and CWW3.0), and separated into four 

experiment methods (1CATEGORY, 2NORMALIZED, 3CATEGORY+ NORMALIZED, 

4CATEGORY+SUBCATEGORY+NORMALIZED), then implemented by using two 

classification (SVM and Naive Bayes). 

Dataset 1’s highest accuracy was 82.85, which was the SVM accuracy result of 

“RPcomWS” in Experiment 3 after applying CWW2.0. Dataset 2’s highest accuracy was 

84.89, which was the SVM result of “RPcomWS” in Experiment 4 after applying CWW3.0. 

Dataset 3’s was 84.68%, which was the SVM result of “RPcomWS” in Experiment 4 after 

applying CWW2.0. Dataset 4’s was 84.83, which was the SVM result of dataset 
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“RPcomWS” in Experiment 4 after applying CWW3.0. Dataset 5’s was 84.15%, which 

was the SVM result of “RPcomWS” in Experiment 4 after applying CWW3.0. These 

highest accuracies were all of the SVM results of “RPcomWS” combination, which proved 

that SVM classification did better performance than Naive Bayes in this research and 

“RPcomWS” combination performed better than the “RPmixWS” combination. Out of all 

four experiment methods, Experiment 4 had the higher chance to produce the highest 

accuracy than others. Out of the massive amount of results, the highest accuracy result was 

84.89%, which was the SVM result of “RPcomWS” in Experiment 4 after applying 

CWW3.0 from Dataset 2. 

All measurement metrics results of “RPcomWS” and “RPmixWS” can be found in 

Appendix B. 

6.3 Result Comparison of Chapter 5 and Chapter 6 

In sum, Chapter 5 discussed the results of reviews from Robert Parker and reviews 

from Wine Spectator separately; Chapter 6 discussed the results of reviews from Robert 

Parker and Wine Spectator combinations. Therefore, for research purposes, comparing 

Chapter 5 and Chapter 6 is an important exploration for the domain of Wineinformatics.  

Table 20 displays a comparison table for Chapter 5 and Chapter 6. The column 

“Highest Accuracy” displays the highest accuracy of each dataset in its chapter. The 

column “CWW” shows which Computational Wine Wheel was used to achieve the highest 

accuracy; the column “Reviewer” contains which reviewer (RP-Robert Parker, WS-Wine 

Spectator, RPcomWS, RPmixWS) were for the highest accuracy; the column 

“Classification” shows which classification method was implemented to achieved the 
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highest accuracy; the column “Experiment” contains the experiment of the highest 

accuracy. 

Table 20. Comparison of Chapter 5 and Chapter 6 

  

As shown in Table 20, the highest accuracies of Chapter 6 were better than Chapter 

5, except Dataset 4 was 86.8% in Chapter 5. However, “WS” in Dataset 4 in Chapter 5 

contained the most imbalanced dataset (16% positive and 84% negative), which made the 

high accuracy doubtable. The accuracies of the “WS” in Chapter 5 were not consistent, 

which could be caused by the imbalance situation. The accuracies of “RPcomWS” in 

Chapter 6 were fairly consistent even though not all datasets were balanced. Therefore, 

“RPcomWS” should be the best performing out of all four types (RP, WS, RPcomWS, 

RPmixWS). Computational Wine Wheel 3.0 had a higher chance to achieve high accuracy 

than CWW2.0 as shown in Table 20. The SVM classification was performing better to 

achieve higher accuracy than Naive Bayes classification. From all four experiments, 

Experiment 4 (CATEGORY+SUBCATEGORY+NORMALIZED) had the best 

performance for achieving high accuracy. 
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6.4 Combination “RPcomWS” with Separate Class Label   

As summarized in the sections above, the combination of “RPcomWS” achieved 

the higher accuracy in each dataset over the combination of “RPmixWS.” As introduced at 

the beginning of Chapter 6, combination “RPcomWS” was combining review from Robert 

Parker and review from Wine Spectator into one review, and the class label of “RPcomWS” 

was taking the average score of Robert Parker and Wine Spectator. To have a deeper 

studying on this type of combination, another research has been done with the combination 

of “RPcomWS,” which was using the reviews of “RPcomWS” to predict the class label of 

Robert Parker and Wine Spectator separately. Therefore, two additional classifier training 

have been developed and evaluated: for one, the reviews of “RPcomWS” trained on the 

WS label; for the other one, the reviews of “RPcomWS” trained on the RP label. 

Table 21 displays an example of the “RPcomWS” review and the class label to 

predict. The first column “Robert Parker Review - RP” displays the review of Robert 

Parker and the class label is “RP Score 91”; the second column “Wine Spectator Review - 

WS” displays the review of Wine Spectator and the class label is based on the “WS Score 

95”; the third column “RPcomWS Review - RP” displays the combined review of Robert 

Parker and Wine Spectator and the class label is based on the “RP score 91”; the fourth 

column “RPcomWS - WS” displays the review of combined Robert Parker and Wine 

Spectator and its label is based on the “WS Score 95.” 
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Table 21. Example of “RPcomWS” Reviews and Class label 

  

For this “RPcomWS” study, the “RPcomWS” combination from all five dataset (1-

Elite Bordeaux, 2-Bordeau, 3-Italy, 4-California, 5-All Combination) were used for 

predicting the score of Robert Parker and Wine Spectator separately. Figure 41 contains all 

five datasets with different sources and labels. The first result in Figure 41 is named as “RP 

- RP”, which is using the Robert Parker’s review only to predict the Robert Parker’s class 

labels; the second result is named as “RPcomWS - RP”, which is using the “RPcomWS” 

reviews to predict the Robert Parker’s class labels; the third result is named as “WS - WS”, 

which is using Wine Spectator’s review only to predict the Wine Spectator’s class labels; 

the fourth result is named as “RPcomWS - WS”, which is using the “RPcomWS” reviews 

to predict Wine Spectator’s class labels; the last result is named as “RPcomWS - Average”, 

which is using the “RPcomWS” reviews to predict the average score of Robert Parker and 

Wine Spectator. All results were the SVM results of datasets after applying Computational 

Wine Wheel 3.0 in Experiment 4 (CATEGORY+SUBCATEGORY+NORMALIZED). 
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Figure 41. Accuracy of All Five Datasets with Different Class Labels and Sources 

The reason for Figure 41 showing all of this information is for comparing the results 

of predicted class labels of Robert Parker and Wine Spectator separately by using 

“RPcomWS” reviews with using other reviews. For example, when trying to compare the 

accuracy of predicting Robert Parker’s class label by using only Robert Parker's reviews 

or using the “RPcomWS” reviews is to compare the results of “RP - RP” and “RPcomWS 

- RP” in Figure 41; when trying to compare the accuracy of predicting Wine Spectator’s 

class label by using only Wine Spectator’s reviews or using the “RPcomWS” reviews is to 

compare the result of “WS - WS” and “RPcomWS - WS” in Figure 41. It shows that the 

result of “RPcomWS - RP” was better than “RP - RP” in Dataset 1, 2, 3 and 5, and the 

result of “RPcomWS - WS” was better than “WS - WS” in dataset 1, 2, 3, which could 

mean that reviews of “RPcomWS” were able to generate more wine attributes for 

prediction than the reviews of only Robert Parker or the reviews of only Wine Spectator. 

The result of “RPcomWS - Average” was higher than all other results in dataset 1, 2, 3, 
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and 5, which meant using reviews of “RPcomWS” to predict the average score of Robert 

Parker and Wine Spectator performed the best. 

All measurement metrics results of “RPcomWS” with different labels can be found 

in Appendix C. 

6.5 Important Key Attributes   

Two classification methods were implemented in this project: Support Vector 

Machines (SVM) and Naive Bayes Classification. From the results of section 6.3, the SVM 

classification performs better than Naive Bayes classification when it comes to achieving 

high accuracy, which was expected. SVMs are black-box classification, which are 

considered as the models that are very difficult to explain and to be understood but come 

with high performance. Naive Bayes classification is white-box classification, which can 

be understood and explained in a practical way. Therefore, using SVM classification to 

achieve high results and using Naive Bayes classification to study the inner logic of the 

data are the ideal usage for this project. 

For this project, wine attributes from wine reviews were the important elements for 

predicting class labels. Using Naive Bayes classification helps finding the essential 

attributes that are having high probability to affect classification. The reviews of 

“RPcomWS” in Dataset 2 (Bordeaux Wine) after applying the Computation Wine Wheel 

3.0 was the example dataset in this section for extracting important key attributes. Table 

22’s first column displays 10 key attributes extracted from instances that were predicted as 

positive (95+) class and the second column displays another 10 distinguished key attributes 

extracted from instances that were predicted as negative (94-) class. 
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Table 22. Ten Key Attribute from Instance with Positive Labels and Negative Labels 

  

As shown in Table 22, the attribute “FULL-BODIED” from first column and the 

attribute “MEDIUM-BODIED” from second column formed a particular set of contrasts: 

a Bordeaux wine is more likely to be scored higher than 95 when it has the feature of 

“FULL-BODIED” mouthfeel, while the wine is more likely to be scored lower than 94 

when it has the feature of ““MEDIUM-BODIED” mouthfeel. The attribute “FLORAL” 

from the first column and the attribute “AROMA” from the second column are also an 

interesting set of contrasts. Both “FLORAL” and “AROMA” are describing scents, but 

“FLORAL” is more specific to flower scent, which implies that 95+ wines are more likely 

to have flower scent. 

Studying the key attributes of different classes is important to the domain of 

Wineinformatic. Key attributes provide detailed information about what formed positive 

instances and what formed instances, which is meaningful for wine industries in a practical 

way. 
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CHAPTER 7 CONCLUSION AND FUTURE WORK 

7.1 Summary 

This project focused on three major goals: 1. Enhancing the Computational Wine 

Wheel by analyzing and processing Robert Parker’s reviews; 2. Evaluating and comparing 

the consistency of Wine Spectator and Robert Parker’s reviews using the new 

Computational Wine Wheel 3.0; 3. Proposing new methods to combine different sources 

of reviews using the new Computational Wine Wheel 3.0 for achieving better performance. 

Chapter 1 introduced the concept of the Natural language processing tool 

Computational Wine Wheel that is utilized for studying wine reviews under the domain of 

Wineinformatics. Chapter 2 described the wine review datasets used in this project and 

how they were generated by the Computational Wine Wheel. Chapter 3 introduced the 

basic concept of classification and the two classification methods used in this project.  

Chapter 4 included a detailed process description of enhancing the Computational 

Wine Wheel. For upgrading the Computational Wine Wheel, a new resource, Robert 

Parker’s wine reviews were analyzed and processed for extracting new attributes to add 

into the vocabulary of the new CWW.  

Chapter 5 evaluated and compared the consistency of Wine Spectator and Robert 

Parker’s reviews using both Computational Wine Wheel 2.0 and 3.0. The wine attribute 

datasets were generated by extracting the attributes from five datasets through the Natural 

Language Processing Tool Computational Wine Wheel 2.0 and 3.0. Out of 40 Robert 

Parker subsets from all five datasets, 33 subsets increased the accuracy after applying the 

CWW 3.0 compared to CWW 2.0; out of 40 Wine Spectator subsets from all five datasets, 
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27 subsets have increased the accuracy after applying the CWW 3.0 compared to CWW 

2.0.  

Chapter 6 demonstrated the detailed process of proposing the new method to 

combine two different review sources then using the new Computational Wine Wheel to 

achieve better results. Two customized combination type reviews, “RPcomWS” and 

“RPmixWS”, were evaluated and compared by using the Computational Wine Wheel 2.0 

and 3.0. The combination “RPcomWS” achieved much higher accuracy compared to the 

combination “RPmixWS.” The SVM classification performed better than the Naive Bayes 

classification in this research. Applying the Computational Wine Wheel 3.0 has a higher 

possibility to achieve higher accuracy compared to the CWW2.0. The combination 

attributes of CATEGORY, SUBCATEGORY, and NORMALIZED had the highest chance 

out of all four experiments to achieve the highest accuracy. Since the combination 

“RPcomWS” is performing well, the combined reviews from “RPcomWS” were used for 

predicting the class labels of Robert Parker and Wine Spectator separately. The results of 

the prediction were better than only using one reviewer’s reviews.  

These three goals have been accomplished in this project. The Computational Wine 

Wheel has been upgraded, and its upgraded version CWW 3.0 has performed better than 

the older version CWW 2.0 on both Robert Parker and Wine Spectator’s datasets. The new 

method for combining two reviews into one has achieved ideal results that are better than 

all other review formats.  

7.2 Future Works 

This research also provides new research directions in Wineinformatics. About the 

three major goals of this research, each one of them has a lot of improvement potential. 
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First, newer versions of the Computational Wine Wheel may be developed by 

including wine reviews from other wine experts or wine publications. For example, James 

Suckling as a famous American wine critic, and Wine Enthusiast as an influential wine 

magazine, all can be found on the website wine.com. As a Natural Language Processing 

tool, the CWW should be expanded to include more variety of attributes, especially 

attributes such as word-groups or two words that are not adjacent to each other but the 

meaning is related. Upgrading the CWW has an essential effect on wine review studying. 

Second, collecting more reviews from different sources can be used to evaluate and 

compare by using the upgraded Computational Wine Wheel. Wines in this project that have 

been studied are mostly the classic (95+) and outstanding (90-95) level wines, including 

different levels of wines will help discover more strength of the Computational Wine 

Wheel. 

Last but not least, from the result of “RPcomWS” in this research, it shows that 

more attributes extracted from one wine can help predict the class label better. Therefore, 

the combination type “RPcomWS” can be an important future study. The combination 

method of “RPcomWS” can be expanded by collecting wine reviews from more wine 

sources, and then combine all wine reviews that are describing the same wine but from 

different sources into one review. The instance from “RPcomWS” can then be even 

stronger since it contains all attributes from different sources. The class label of 

“RPcomWS” is also an essential part of this future study. The class label can be the average 

of all sources or having a set of class labels that predict all sources labels separately, or the 

majority label out of all sources. 
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APPENDIX A. MEASUREMENT METRICS RESULTS OF ROBERT PARKER 

AND WINE SPECTATOR 

Abbreviation Notes 
SVM -- Support Vector Machine Classification 
NB -- Naive Bayes Classification 

CATEGORY -- CATEGORY attributes 

NORMALIZED -- NORMALIZED attributes 
C+N -- CATEGORY + NORMALIZED attributes combination 

C+S+N -- CATEGORY + SUBCATEGORY + NORMALIZED attributes combination 

2.0 -- Computational Wine Wheel 2.0 
3.0 -- Computational Wine Wheel 3.0 

 

ACCURACY 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

Robert Parker 2.0  
CATEGORY 

73.1% 71.35 % 72.66 % 71.17 % 68.48 % 69.48 % 64.45 % 63.18 % 67.76 % 66.33 % 

Robert Parker 2.0  
NORMALIZED 

73.29% 74.85 % 79.5 % 76.8 % 76.21 % 77.52 % 77.61 % 76.48 % 77.71 % 75.1 % 

Robert Parker 2.0  
C+N 

75.63% 76.02 % 79.41 % 76.12 % 77.3 % 76.83 % 78.37 % 76.67 % 77.8 % 74.02 % 

Robert Parker 2.0  
C+S+N 

75.63% 74.85 % 79.84 % 75.61 % 76.89 % 76.89 % 77.8 % 75.72 % 77.49 % 73.22 % 

Robert Parker 3.0  
CATEGORY 

74.07% 71.93 % 74.97 % 72.62 % 68.48 % 69.79 % 65.53 % 64.95 % 69.28 % 77.32 % 

Robert Parker 3.0  
NORMALIZED 

74.46% 75.83 % 78.9 % 78.9 % 76.67 % 77.83 % 78.9 % 76.96 % 78.76 % 81.07 % 

Robert Parker 3.0  
C+N 

75.63% 75.44 % 79.97 % 78.34 % 76.67 % 77.74 % 79.35 % 77.89 % 78.44 % 81.17 % 

Robert Parker 3.0  
C+S+N 

74.27% 75.24 % 79.32 % 77.79 % 76.89 % 75.89 % 79.88 % 77.06 % 78.48 % 79.2 % 

Wine Spectator 2.0  
CATEGORY 

71.35% 71.93 % 69.8 % 69.54 % 76.27 % 76.67 % 83.8 % 84.55 % 76.25 % 67.8 % 

Wine Spectator 2.0  
NORMALIZED 

75.44% 74.07 % 79.45 % 79.92 % 81.84 % 82.8 % 86.43 % 85.33 % 83.09 % 75.88 % 

Wine Spectator 2.0  
C+N 

74.46% 75.83 % 79.75 % 79.45 % 81.95 % 82.11 % 86.7 % 84.71 % 83.1 % 75.62 % 

Wine Spectator 2.0  
C+S+N  

76.02% 74.46 % 79.41 % 78.13 % 82.49 % 79.74 % 86.79 % 83.18 % 83.33 % 74.78 % 

Wine Spectator 3.0  
CATEGORY 

71.35% 71.15 % 71.38 % 71.04 % 76.27 % 76.67 % 83.8 % 73.22 % 72.08 % 77.85 % 

Wine Spectator 3.0  
NORMALIZED 

77% 74.03 % 78.68 % 79.45 % 81.96 % 82.71 % 86.51 % 78.01 % 79.76 % 81.2 % 

Wine Spectator 3.0  
C+N 

78.17% 77.52 % 79.92 % 79.97 % 81.8 % 81.99 % 86.79 % 78.29 % 79.58 % 81.24 % 

Wine Spectator 3.0  
C+S+N 

78.36% 77.13 % 79.97 % 78.6 % 82.06 % 80.43 % 86.8 % 77.66 % 79.6 % 79.88 % 
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PRECISION 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

Robert Parker 2.0  
CATEGORY 

 79.21% 66.67% 74.27%  68.84% 0 52.91%  65.87% 62.44% 68.0% 60.35%  

Robert Parker 2.0  
NORMALIZED 

72.06% 77.42% 80.24% 75.06% 69.57%  69.61%  78.89% 74.2% 77.63 % 70.85 % 

Robert Parker 2.0  
C+N 

76.47 % 76.43% 79.55% 74.53% 72.4% 66.54%  79.91% 75.55 % 77.79% 69.37 % 

Robert Parker 2.0  
C+S+N 

78.12%  73.61%  79.57% 72.44 % 71.64%  61.96% 78.63% 74.29 % 77.25%  67.84% 

Robert Parker 3.0  
CATEGORY 

77.59%  68.03%  76.67% 70.77% 0 53.75% 67.26%  64.76 % 69.72%  62.63% 

Robert Parker 3.0  
NORMALIZED 

 74.26% 79.67 %  79.41% 78.13 %  
71.73 % 

70.34% 80.7 % 75.26%  78.85% 72.17% 

Robert Parker 3.0  
C+N 

76.09% 76.69 % 80.3% 77.53 % 70.75%  68.32% 81.38%  77.08%  78.49%  71.72% 

Robert Parker 3.0  
C+S+N 

74.81% 74.65 % 80.2 % 76.12 %  71.83% 63.3 %  81.57%  76.0 % 78.0%  70.1% 

Wine Spectator 2.0  
CATEGORY 

 70.0% 65.6%  66.25% 58.45% 0 51.27% 0 56.43% 0 54.62 % 

Wine Spectator 2.0  
NORMALIZED 

70.21% 77.17% 75.57%  74.89%  75.4% 69.9 % 76.56% 55.78 % 77.99% 60.92% 

Wine Spectator 2.0  
C+N 

69.7% 78.1 % 75.96%  72.6 % 75.42% 64.06 % 77.81% 52.84% 77.59% 60.2 % 

Wine Spectator 2.0  
C+S+N  

 73.08%  73.21% 75.42%  68.62 %  76.27% 56.78% 79.17 %  48.41% 77.47 %  55.48% 

Wine Spectator 3.0  
CATEGORY 

67.65 %  62.07%  67.54%  60.28% 0 51.33% 0 55.4% 0  56.79% 

Wine Spectator 3.0  
NORMALIZED 

72.11 % 78.82 % 75.0 % 75.54% 75.47% 70.52 %  77.84%  58.16%  77.88% 61.71 % 

Wine Spectator 3.0  
C+N 

75.54 %  83.84 % 76.58%  74.36%  
72.88 % 

64.73 %  78.67%  54.57%  77.64% 60.68% 

Wine Spectator 3.0  
C+S+N 

75.71% 77%.78 77.34%  70.67%  74.88% 58.56 %  77.31% 49.24% 77.48% 57.01% 
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RECALL 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

Robert Parker 2.0  
CATEGORY 

40.61% 50.76% 52.62% 56.21% 0 28.87 % 49.0% 52.39% 37.84 % 48.05% 

Robert Parker 2.0  
NORMALIZED 

49.75% 48.73% 67.49 % 66.36% 43.66% 50.89 % 70.85% 75.84 % 62.84% 64.95% 

Robert Parker 2.0  
C+N 

52.79 % 54.31% 68.21% 64.82% 45.33% 53.27%  71.57 %  73.73% 62.88% 63.68 % 

Robert Parker 2.0  
C+S+N 

50.76% 53.81% 69.44% 66.87 % 44.03% 55.75 % 71.83%  73.11% 62.64 %  
63.83 % 

Robert Parker 3.0  
CATEGORY 

45.69 %  50.76%  57.33% 58.36 % 0  29.86% 50.49 %  54.14% 42.16 % 49.89% 

Robert Parker 3.0  
NORMALIZED 

51.27% 49.75%  66.67 % 68.51% 42.86% 51.29% 71.93% 75.22% 64.65% 65.38% 

Robert Parker 3.0  
C+N 

53.3 % 51.78% 68.82 % 67.59%  44.14% 54.76% 72.24%  74.7% 64.12% 65.24 % 

Robert Parker 3.0  
C+S+N 

49.75 %  53.81% 66.87% 68.0% 43.96% 55.95% 73.37% 74.09% 64.97% 65.31 % 

Wine Spectator 2.0  
CATEGORY 

 34.43%  44.81%  26.52 % 41.8% 0 34.52 % 0 20.09 % 0  26.5% 

Wine Spectator 2.0  
NORMALIZED 

54.1 % 38.85%  60.05% 63.26% 35.05%  48.35% 23.18% 45.64 %  40.25%   56.58% 

Wine Spectator 2.0  
C+N 

50.27% 44.81% 60.91 % 65.35% 35.81 % 56.13%  24.81% 52.29 % 40.74 %  61.07% 

Wine Spectator 2.0  
C+S+N  

51.91% 44.81%  60.17%  67.94% 38.22 % 61.26% 25.11 % 58.35% 42.02% 62.92 % 

Wine Spectator 3.0  
CATEGORY 

 37.7% 49.18 % 33.91%  48.09% 0 33.07 % 0  
17.43 % 

0  
28.23 % 

Wine Spectator 3.0  
NORMALIZED 

57.92% 36.61% 57.7% 60.17%  35.3% 46.64% 23.48%  44.76%  40.78%  
54.86 % 

Wine Spectator 3.0  
C+N 

 57.38% 45.36 % 60.67% 64.36% 37.29 % 52.96% 25.86%  51.11%  42.96 % 59.63 % 

Wine Spectator 3.0  
C+S+N 

 57.92 % 49.73% 59.68% 65.35% 37.3% 59.95% 26.16% 57.46 % 42.96 %  62.1% 
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F-SCORE 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

Robert Parker 2.0  
CATEGORY 

53.69% 57.64% 61.6% 61.89% 0  37.36%  56.2% 56.98% 48.61%  53.5% 

Robert Parker 2.0  
NORMALIZED 

58.86% 59.81% 73.31% 70.44% 53.65% 58.8%  74.65% 75.01%  
69.44% 

67.77% 

Robert Parker 2.0  
C+N 

62.46% 63.5% 73.44%  
69.34% 

55.75%   59.17% 75.51% 74.63% 69.53% 66.41% 

Robert Parker 2.0  
C+S+N 

61.54% 62.17% 74.16% 69.54% 54.54% 58.69% 75.08%  73.7% 69.17% 65.78%  

Robert Parker 3.0  
CATEGORY 

57.51% 58.14%  65.6% 63.97% 0 38.39% 57.68% 58.98% 52.53% 55.54% 

Robert Parker 3.0  
NORMALIZED 

60.66% 61.25% 72.48% 73.0% 53.66% 59.32% 76.06% 75.24% 71.05% 68.61% 

Robert Parker 3.0  
C+N 

62.69% 61.82% 74.12% 72.22% 54.36% 60.79%  76.54%   75.87% 70.58% 68.33% 

Robert Parker 3.0  
C+S+N 

59.76% 62.54%  
72.93% 

 
71.83% 

54.54% 59.4% 77.25% 75.03% 70.88% 67.62% 

Wine Spectator 2.0  
CATEGORY 

46.16% 53.25% 37.88% 48.74% 0 41.26% 0 29.63% 0.0 35.69% 

Wine Spectator 2.0  
NORMALIZED 

61.11% 51.64%  
66.92% 

68.59% 47.85% 57.16%   35.59%  50.2% 53.05% 58.67% 

Wine Spectator 2.0  
C+N 

58.41% 56.95%  
67.61% 

68.78% 48.56% 59.83%   37.62% 52.56% 53.34% 60.63% 

Wine Spectator 2.0  
C+S+N  

60.7% 55.59% 66.94% 68.28% 50.92% 58.93% 38.13% 52.92%  
54.47% 

58.97% 

Wine Spectator 3.0  
CATEGORY 

48.42% 54.88% 45.15% 53.5% 0 40.22% 0 26.52% 0 37.71 % 

Wine Spectator 3.0  
NORMALIZED 

64.24% 50.0% 65.22% 66.98%  48.1% 56.15% 36.085  50.59% 53.53% 58.08% 

Wine Spectator 3.0  
C+N 

65.22% 58.87% 67.7% 69.0% 49.34%   58.26%  38.92% 52.78% 55.28% 60.15% 

Wine Spectator 3.0  
C+S+N 

65.63%  
60.67% 

 
67.37% 

67.91% 49.8% 59.25% 39.09% 53.03% 55.24% 59.44% 
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APPENDIX B. MEASUREMENT METRICS RESULTS OF COMBINATIONS OF 

ROBERT PARKER AND WINE SPECTATOR 

 

ACCURACY 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

RPcomWS 2.0  
CATEGORY 

78.36% 76.02 % 77.92 % 76.55 % 78.61 % 79.89 % 78.09 % 77.89 % 78.49 % 77.92 % 

RPcomWS 2.0  
NORMALIZED 

79.92% 80.9 % 83.51 % 83.26 % 83.65 % 83.36 % 82.75 % 80.26 % 83.41 % 79.26 % 

RPcomWS 2.0  
C+N 

82.85% 81.09 % 83.98 % 82.7 % 84.49 % 83.83 % 83.23 % 80.43 % 83.59 % 79.65 % 

RPcomWS 2.0  
C+S+N 

82.26% 78.75 % 83.98 % 80.73 %  84.68 % 82.24 % 83.66 % 79.0 % 83.27 % 78.92 % 

RPcomWS 3.0  
CATEGORY 

78.17% 77.97 % 78.81 % 77.49 %  78.61 % 79.8 % 79.14 % 78.4 % 79.36 % 78.46 % 

RPcomWS 3.0  
NORMALIZED 

79.92% 80.9 % 84.11 % 82.79 %  83.9 % 84.27 % 83.9 % 80.86 % 83.75 % 79.89 % 

RPcomWS 3.0  
C+N 

79.14 % 81.09 % 84.54 % 83.26 %  83.99 % 83.43 % 84.21 % 81.75 % 84.09 % 80.21 % 

RPcomWS 3.0  
C+S+N 

81.09% 81.48 % 84.89 % 81.42 % 84.11 % 82.11 % 84.83 % 80.57 % 84.15 % 79.55 % 

RPmixWS 2.0  
CATEGORY 

73.49% 71.15 % 70.16 % 70.25 % 72.37 % 73.06 % 73.07 % 73.22 % 72.08 % 71.92 % 

RPmixWS 2.0  
NORMALIZED 

73.59% 75.44 % 78.32 % 75.2 % 78.55 % 77.13 % 82.12 % 78.01 % 79.76 % 76.46 % 

RPmixWS 2.0  
C+N 

75.15% 75.24 % 78.09 % 74.37 % 78.56 % 77.22 % 82.02 % 78.29 % 79.58 % 76.44 % 

RPmixWS 2.0  
C+S+N  

75.34% 75.34 % 78.3 % 73.52 % 78.52 % 75.83 % 82.32 % 77.66 % 79.6 % 75.84 % 

RPmixWS 3.0  
CATEGORY 

70.08% 68.91 % 71.49 % 70.23 % 72.37 % 73.22 % 74.32 % 73.53 % 72.74 % 72.31 % 

RPmixWS 3.0  
NORMALIZED 

75.34% 73.98 % 78.02 % 74.48 % 78.64 % 77.5 % 83.13 % 78.58 % 80.4 % 76.55 % 

RPmixWS 3.0  
C+N 

73.49% 74.37 % 78.36 % 74.13 %  78.92 %  
77.11 % 

83.19 % 78.67 % 80.56 % 76.29 % 

RPmixWS 3.0  
C+S+N 

73.88% 74.66 % 78.86 % 73.92 % 79.13 % 75.52 % 82.97 % 78.12 % 80.51 % 75.54 % 
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PRECISION 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

RPcomWS 2.0  
CATEGORY 

 78.57% 69.4% 75.28% 68.73% 0 56.9%  75.0%  64.24 % 76.05% 64.07% 

RPcomWS 2.0  
NORMALIZED 

78.57% 81.3% 82.02% 77.55% 75.82% 65.02 %  
77.01 % 

 61.98%  
78.36 % 

62.15 % 

RPcomWS 2.0  
C+N 

 82.71%  80.47%  82.85%  76.06%  
78.19 % 

64.42 %  
78.37 % 

62.57% 78.83 %  
62.72 % 

RPcomWS 2.0  
C+S+N 

 83.33%  73.91%  82.1% 72.29%  78.31% 58.43 % 79.08%  59.67% 77.73% 60.85 % 

RPcomWS 3.0  
CATEGORY 

 80.58%  74.6 %  76.05% 70.71 % 0 56.83% 75.08 % 64.01 %  78.49% 65.81% 

RPcomWS 3.0  
NORMALIZED 

80.0% 82.91% 82.75 % 77.21% 77.16 % 67.99% 78.27 %  
62.97 % 

 79.45%  
63.29 % 

RPcomWS 3.0  
C+N 

 
76.56%  

82.5 % 84.01%  77.55%  77.48%  63.8%  79.04%  64.86%  80.3 %  
63.71 % 

RPcomWS 3.0  
C+S+N 

 80.95%  79.85% 84.64%  74.2% 77.25%  58.56%  
80.16 % 

62.13% 80.29 %  
62.09 % 

RPmixWS 2.0  
CATEGORY 

76.21% 65.11% 72.14% 65.08% 0 52.54% 72.0 % 61.1 % 74.49%  
59.79 % 

RPmixWS 2.0  
NORMALIZED 

 
68.35 % 

73.36 %  76.63% 70.82 % 72.23% 60.67 % 78.75%  64.38% 77.34% 64.63 % 

RPmixWS 2.0  
C+N 

 71.33% 72.18% 75.92 % 69.64%  71.8% 59.95 %  78.64% 64.96% 76.8 % 64.37 % 

RPmixWS 2.0  
C+S+N  

71.82 %  70.16%  
76.29 % 

67.37 %  72.42% 56.0%  
79.37 % 

63.52% 76.34 % 62.71% 

RPmixWS 3.0  
CATEGORY 

70.39% 60.34% 73.12% 64.58 % 0  53.03% 72.79 % 60.77% 72.19% 59.98% 

RPmixWS 3.0  
NORMALIZED 

71.38 % 71.0% 76.52 % 70.17 % 72.64% 61.53 % 81.45 %  65.49% 78.8%  65.0% 

RPmixWS 3.0  
C+N 

68.37 % 70.82% 76.92% 69.21% 72.95% 59.62 %  81.64%  65.66% 78.76%  64.24% 

RPmixWS 3.0  
C+S+N 

69.18 % 69.11%  77.69% 68.28% 73.16% 55.44%  81.24%  64.5%  78.27%  
62.33%  
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RECALL 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

RPcomWS 2.0  
CATEGORY 

50.29% 53.14%  52.46%  57.09% 0 24.71% 29.25% 41.94 % 31.03% 43.39 % 

RPcomWS 2.0  
NORMALIZED 

 56.57% 57.14% 65.99%  
71.52 % 

34.68%  48.1 % 52.07% 70.66% 54.21%  61.3 % 

RPcomWS 2.0  
C+N 

62.86% 58.86 % 67.0 % 71.77 % 38.16% 54.53%  52.95%  69.52%  54.53 % 62.63% 

RPcomWS 2.0  
C+S+N 

60.0 % 58.29% 67.63% 70.39% 39.16 % 58.77 % 54.19% 69.87%  54.21% 63.7 % 

RPcomWS 3.0  
CATEGORY 

47.43% 53.71%  55.34%  
57.84 % 

0 23.1%  34.71 % 46.7%  33.5% 43.78 % 

RPcomWS 3.0  
NORMALIZED 

 54.86%  55.43%  67.38%  70.14% 35.37% 50.0% 56.3 % 71.63 % 54.53% 62.52 % 

RPcomWS 3.0  
C+N 

 56.0% 56.57%  67.64% 71.52% 35.66 % 52.05%  57.0 % 71.54%  55.21% 63.78% 

RPcomWS 3.0  
C+S+N 

 58.29% 61.14 %  68.13%  69.64%  36.53%  55.99%  58.59% 72.86% 55.5 % 64.31% 

RPmixWS 2.0  
CATEGORY 

41.32%  47.63%  35.5 % 47.48 % 0 25.75% 23.15% 40.2 % 19.51% 37.64 % 

RPmixWS 2.0  
NORMALIZED 

 53.42 % 52.89% 62.32% 59.52 % 36.34% 48.9% 58.89%  66.93% 52.07% 58.57 % 

RPmixWS 2.0  
C+N 

 55.0%  53.95%  62.32% 58.17% 36.67% 52.86%  58.62 % 66.82%  51.96%  
59.22 % 

RPmixWS 2.0  
C+S+N  

55.0 %  58.16% 62.66% 59.29% 35.94%  58.35%  58.96% 67.54 % 52.65 % 60.58 % 

RPmixWS 3.0  
CATEGORY 

33.16% 46.84% 40.15% 48.6 % 0 26.71% 28.99%  44.01% 24.23%  
40.76 % 

RPmixWS 3.0  
NORMALIZED 

55.79 % 50.26% 61.2% 57.56% 36.61%  49.52%  59.84% 67.01%  53.1% 58.05 % 

RPmixWS 3.0  
C+N 

52.89% 52.37 %  61.87%  
58.01 % 

37.69 % 53.14% 59.88%  67.09% 53.81% 58.64 % 

RPmixWS 3.0  
C+S+N 

 53.16% 57.11%  62.54 %  
59.07%  

38.71 %  58.01% 59.46%  67.28% 54.19%  
59.71%  
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F-SCORE 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 2 
SVM 

Dataset 
2 NB 

Dataset 3 
SVM 

Dataset 
3 NB 

Dataset 4 
SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

RPcomWS 2.0  
CATEGORY 

61.33% 60.19% 61.83% 62.37% 0  34.46% 42.09% 50.75% 44.04% 51.74% 

RPcomWS 2.0  
NORMALIZED 

65.78% 67.11% 73.14% 74.41% 47.59%  55.29% 62.13% 66.04%  64.07% 61.72 % 

RPcomWS 2.0  
C+N 

71.43% 67.99% 74.09% 73.85% 51.29% 59.06%   63.2% 65.86% 64.45% 62.67% 

RPcomWS 2.0  
C+S+N 

69.77% 65.18% 74.17% 71.33% 52.21% 58.6%   64.31% 64.37% 63.86% 62.24% 

RPcomWS 3.0  
CATEGORY 

59.71%  62.45% 64.06% 63.63% 0  32.85% 47.47% 54.0% 46.95% 52.58% 

RPcomWS 3.0  
NORMALIZED 

65.09% 66.44% 74.28% 73.51% 48.51% 57.62% 65.49% 67.02% 64.67% 62.91% 

RPcomWS 3.0  
C+N 

64.69% 67.12%  74.94% 74.41%   48.84% 57.33% 66.23%  68.04% 65.41% 63.74 % 

RPcomWS 3.0  
C+S+N 

67.78%  69.25% 75.49% 71.85%  49.6% 57.25% 67.7%   67.07% 65.61% 63.18 % 

RPmixWS 2.0  
CATEGORY 

53.59% 55.01%  47.58% 54.9% 0 34.56 % 35.04%  48.49% 30.92%  46.19% 

RPmixWS 2.0  
NORMALIZED 

59.97% 61.47% 68.74% 64.68% 48.35% 54.15 %  67.39%   65.63% 62.22% 61.45% 

RPmixWS 2.0  
C+N 

62.11% 61.75% 68.45% 63.39%  48.48% 56.18 %   67.17% 65.88% 62.22%  61.69 % 

RPmixWS 2.0  
C+S+N  

62.29% 63.6% 68.81%  63.07% 48.0% 57.15 % 67.66%  65.47% 62.31% 61.63% 

RPmixWS 3.0  
CATEGORY 

45.08%  52.74%  51.84%  55.46%  0 35.53 %  41.47% 51.05% 36.27% 48.54% 

RPmixWS 3.0  
NORMALIZED 

62.63% 58.865  68.01% 63.24% 48.64%  54.88 % 68.99% 66.24% 63.44% 61.33% 

RPmixWS 3.0  
C+N 

59.64% 60.21%   68.58%  63.12% 49.7% 56.19 % 69.09% 66.37%  63.93%  61.31% 

RPmixWS 3.0  
C+S+N 

60.12% 62.54% 69.3% 63.34% 50.57 %  56.69 % 68.66% 65.86%  64.04% 60.99% 
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APPENDIX C. MEASUREMENT METRICS RESULTS OF COMBINATIONS OF 

ROBERT PARKER WITH DIFFERENT LABEL 

 

ACCURACY 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

RPcomWS - RP 2.0  
CATEGORY 

74.27 % 72.9 % 73.94 % 72.83 %  
68.82 % 

71.45 %  
67.25 % 

 66.53 % 70.28 %  
69.45 % 

RPcomWS - RP 2.0  
NORMALIZED 

79.92 % 77.78 % 80.39 %  
80.01 % 

76.52 % 77.92 %  
77.15 % 

73.88 % 77.83 % 74.28 % 

RPcomWS - RP 2.0  
C+N 

79.92 % 79.92 %  
80.69 % 

78.47 % 77.02 %  
77.02 % 

 
77.51 % 

 74.74 %  
77.69 % 

74.6 % 

RPcomWS - RP 2.0  
C+S+N 

 
78.96 % 

79.92 %  
81.12 % 

 
78.64 % 

77.61 %  
75.27 % 

76.84%  
73.83 %  

78.01 % 73.95 % 

RPcomWS - RP 3.0  
CATEGORY 

76.01 % 74.85 %  
75.65 % 

73.22 % 71.04 %  
71.51 % 

68.47 %  67.51 % 71.3 % 70.56 % 

RPcomWS - RP 3.0  
NORMALIZED 

75.43 %  
80.31 % 

 
80.35 % 

80.73 % 78.27 % 78.36 % 78.37 %  75.38 % 79.27 % 75.15 % 

RPcomWS -RP 3.0  
C+N 

75.45 % 78.56 % 80.31 % 80.31 %  
78.11 % 

78.58 %  
78.97 % 

 75.84 % 79.49 % 75.67 % 

RPcomWS -RP 3.0  
C+S+N 

78.38 %  
78.95 % 

81.42 %  
80.31 % 

 
78.36 % 

77.61 % 78.64 %  75.55 %  
79.27 % 

74.89 % 

RPcomWS - WS 2.0  
CATEGORY 

73.69 % 71.93 %  
75.82 % 

 
74.11 % 

 
78.61 % 

 
76.61 % 

83.8 %  83.42 % 76.25 %  
78.19 % 

RPcomWS - WS 2.0  
NORMALIZED 

76.21 % 77.58 % 80.14 % 78.64 %  
84.09 % 

81.27 % 85.12 % 82.18 % 82.12 % 79.17 % 

RPcomWS - WS 2.0  
C+N 

 76.6 % 77.39 % 78.98 % 78.64 % 83.71 % 80.36 % 85.19 % 81.41 % 82.06 % 78.63 % 

RPcomWS - WS 2.0  
C+S+N 

 
77.99 % 

77.97 %  
80.05 % 

77.53 % 83.96 % 79.02 % 85.21%  79.86 % 82.21 % 77.66 % 

RPcomWS - WS 3.0  
CATEGORY 

73.5 % 75.24 % 76.5 %  
74.37 % 

78.61 %  
77.83 % 

 83.8 %  84.11 % 76.25 % 78.26 % 

RPcomWS - WS 3.0  
NORMALIZED 

76.02 % 77.97 % 82.36 %  
79.54 % 

83.77 %  
81.46 % 

 
85.38 % 

 81.91 %  
82.55 % 

79.28 % 

RPcomWS - WS 3.0  
C+N 

77.2 %  
78.36 % 

 
81.67 % 

 
78.73 % 

 83.9 %  
81.08 % 

 
85.19 % 

81.94 % 82.49 % 78.59 % 

RPcomWS - WS 3.0  
C+S+N 

80.32 %  
77.39 % 

 
81.89 % 

 
77.87 % 

 83.8 %  79.8 %  
85.43 % 

 80.6 % 82.48 % 78.05 % 
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PRECISION 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

RPcomWS - RP 2.0  
CATEGORY 

76.11 % 67.9 % 74.61 % 70.7 % 51.43 % 58.68 % 69.2 % 66.35 %  
71.09 % 

65.87 % 

RPcomWS - RP 2.0  
NORMALIZED 

80.17 % 79.02 % 80.41 % 78.58 % 71.42 % 67.36 % 77.13 % 70.73 % 77.17 % 69.11 % 

RPcomWS - RP 2.0  
C+N 

80.77 % 83.1 % 80.36 % 76.61 % 73.54 % 64.54 % 77.32 % 72.69 % 76.5 % 69.8 % 

RPcomWS - RP 2.0  
C+S+N 

80.81 % 80.92 % 81.29 % 76.07 % 75.39 % 60.67 % 76.85 % 71.48 % 77.12 % 68.63 % 

RPcomWS - RP 3.0  
CATEGORY 

81.77 % 72.67 % 75.87 %  
71.12 % 

74.76 % 58.43 % 70.13 %  
67.82 % 

71.71 % 67.41 % 

RPcomWS - RP 3.0  
NORMALIZED 

 
74.75 % 

85.29 % 81.21 % 79.98 % 75.23 % 68.72 % 79.04 % 72.61 % 79.05 % 70.33 % 

RPcomWS -RP 3.0  
C+N 

76.5 % 81.29 % 81.12 % 78.88 % 74.08 % 68.04 % 79.77 % 74.06 % 79.55 % 71.45 % 

RPcomWS -RP 3.0  
C+S+N 

 
79.03 % 

 
81.12 % 

82.37 %  
78.24 % 

74.8 %  
64.84 % 

79.07 % 73.37 % 79.37 % 70.03 % 

RPcomWS - WS 2.0  
CATEGORY 

74.13 % 63.83 % 74.0 % 65.79 % 0.0 % 51.83 % 0.0 % 46.52 % 0.0 % 57.65 % 

RPcomWS - WS 2.0  
NORMALIZED 

71.03 % 74.64 % 78.07 % 71.87 % 75.79 % 63.99 % 75.92 % 45.32 % 75.25 % 56.73 % 

RPcomWS - WS 2.0  
C+N 

73.17 %  73.1 % 76.0 % 70.99 % 73.79 %  
60.41 % 

75.11 % 43.65 % 74.99 % 55.07 % 

RPcomWS - WS 2.0  
C+S+N 

74.37 %  
72.15 % 

77.25 % 68.48 % 75.52 % 55.85 % 79.05 % 40.96 %  
74.89 % 

52.77 % 

RPcomWS - WS 3.0  
CATEGORY 

70.54 % 70.29 % 74.63 % 66.51 %  0.0 % 59.26 % 0.0 % 52.81 % 0.0 % 58.19 % 

RPcomWS - WS 3.0  
NORMALIZED 

73.01 %  
75.74 % 

 
81.51 % 

72.49 % 74.98 % 65.15 % 74.59 % 44.8 % 76.28 % 56.82 % 

RPcomWS - WS 3.0  
C+N 

74.66 % 75.0 % 81.05 % 71.01 % 77.58 % 62.88 % 68.49 % 45.13 % 75.65 % 54.95 % 

RPcomWS - WS 3.0  
C+S+N 

79.18 % 71.07 % 79.9 % 69.05 % 76.86 %  
58.01 % 

75.22 % 42.78 % 75.31 % 53.57 % 
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RECALL 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

RPcomWS - RP 2.0  
CATEGORY 

48.66 % 55.84 % 56.72 % 59.38 % 2.89 % 31.85 % 53.47 % 56.97 % 44.29 % 50.25 % 

RPcomWS - RP 2.0  
NORMALIZED 

63.96 %  
57.36 % 

70.05 %  
71.49 % 

42.65 % 58.13 % 72.39 % 74.81 % 63.95 % 65.45 % 

RPcomWS - RP 2.0  
C+N 

62.86 % 59.9 %  
71.08 % 

 
69.54 % 

42.46 % 60.12 % 73.11 % 73.21 % 64.48 % 65.21 % 

RPcomWS - RP 2.0  
C+S+N 

59.96 % 62.44 % 70.97 % 71.08 % 43.15 % 61.21 % 71.88 % 72.8 % 64.65 % 65.19 % 

RPcomWS - RP 3.0  
CATEGORY 

 
48.71 % 

55.33 % 61.03 %  60.1 % 13.48 % 33.33 % 56.14 % 57.43 %  
47.64 % 

52.24 % 

RPcomWS - RP 3.0  
NORMALIZED 

 
54.81 % 

58.88 %  
68.72 % 

71.69 % 46.32 % 57.54 % 72.9 %  
75.63 % 

66.08 % 66.33 % 

RPcomWS -RP 3.0  
C+N 

 
53.73 % 

57.36 % 68.82 % 72.0 % 47.32 % 60.42 % 73.52 % 73.98 % 66.13 % 66.06 % 

RPcomWS -RP 3.0  
C+S+N 

58.94 % 58.88 % 70.46 %  
73.03 % 

47.31 % 63.29 % 73.52 % 74.5 % 65.67 % 65.94 % 

RPcomWS - WS 2.0  
CATEGORY 

 
43.03 % 

49.18 % 47.09 % 52.65 % 0.0 % 20.55 % 0.0 % 15.81 % 0.0 % 30.7 % 

RPcomWS - WS 2.0  
NORMALIZED 

56.24 % 56.28 % 59.55 %  
63.01 % 

38.01 % 48.22 % 11.96 % 48.6 % 36.83 % 51.89 % 

RPcomWS - WS 2.0  
C+N 

53.97 % 57.92 % 57.83 % 64.86 % 37.16 % 50.07 % 12.7 % 50.81 % 36.79 % 54.32 % 

RPcomWS - WS 2.0  
C+S+N 

59.32 % 62.3 % 60.04 % 65.1 % 37.17 % 55.34 % 11.66 % 55.24 % 37.82 % 56.5 % 

RPcomWS - WS 3.0  
CATEGORY 

44.87 %  
53.01 % 

48.95 %  52.4 % 0.0 % 21.08 % 0.0 % 18.02 % 0.0 % 30.12 % 

RPcomWS - WS 3.0  
NORMALIZED 

53.12 % 56.28 % 63.76 % 65.97 % 36.09 % 47.04 % 14.77 % 50.22 % 38.6 % 53.13 % 

RPcomWS - WS 3.0  
C+N 

55.9 % 59.02 % 61.9 % 65.23 % 35.22 % 49.54 % 15.51 % 53.32 % 38.64 %  
54.57 % 

RPcomWS - WS 3.0  
C+S+N 

 
60.73 % 

61.75 %  
63.99 % 

65.47 % 34.93 % 53.89 % 15.36 % 58.64 % 39.01 % 56.87 % 
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F-SCORE 

 
Dataset 
1 SVM 

Dataset 
1 NB 

Dataset 
2 SVM 

Dataset 
2 NB 

Dataset 
3 SVM 

Dataset 
3 NB 

Dataset 
4 SVM 

Dataset 
4 NB 

Dataset 
5 SVM 

Dataset 
5 NB 

RPcomWS - RP 2.0  
CATEGORY 

59.16 % 61.28 %  64.42 %  
64.55 % 

4.93 % 41.29 % 60.3 % 61.3 %  54.55 % 57.01 % 

RPcomWS - RP 2.0  
NORMALIZED 

71.05 % 66.47 %  74.84 % 74.87 % 53.35 % 62.41 % 74.66 % 72.71 % 69.92 % 67.23 % 

RPcomWS - RP 2.0  
C+N 

 70.56 % 69.62 % 75.41 %  72.9 % 53.59 % 62.25 % 75.15 % 72.95 %  69.97 % 67.43 % 

RPcomWS - RP 2.0  
C+S+N 

68.61 %  
70.49 % 

75.75 % 73.49 % 54.85 % 60.94 %  74.28 % 72.13 % 70.32 % 66.87 % 

RPcomWS - RP 3.0  
CATEGORY 

60.82 % 62.82 % 67.61 % 65.15 % 22.18 % 42.45 % 62.36 % 62.19 % 57.23 % 58.86 % 

RPcomWS - RP 3.0  
NORMALIZED 

62.98 % 69.67 % 74.41 % 75.61 % 57.32 % 62.63 % 75.82 % 74.09 % 71.99 % 68.27 % 

RPcomWS -RP 3.0  
C+N 

 62.53 %  
67.26 % 

 74.42 % 75.28 % 57.71 %  64.0 % 76.49 % 74.02 %  72.21 % 68.65 % 

RPcomWS -RP 3.0  
C+S+N 

67.36 %  
68.24 % 

75.94 % 75.54 % 57.89 % 64.06 % 76.19 % 73.93 % 71.86 % 67.92 % 

RPcomWS - WS 2.0  
CATEGORY 

 53.21 % 55.56 %  57.31 % 58.49 % 0 29.43 % 0.0 % 23.59 % 0.0 % 40.06 % 

RPcomWS - WS 2.0  
NORMALIZED 

62.58 %  
64.17 % 

67.41 % 67.15 % 50.57 % 55.0 % 20.63 % 46.9 % 49.45 % 54.2 % 

RPcomWS - WS 2.0  
C+N 

61.93 % 64.63 % 65.53 % 67.78 % 49.24 % 54.76 % 21.67 % 46.96 % 49.33 % 54.69 % 

RPcomWS - WS 2.0  
C+S+N 

 65.23 % 66.86 % 67.55 % 66.75 % 49.68 % 55.59 % 20.24 % 47.04 % 50.23 % 54.57 % 

RPcomWS - WS 3.0  
CATEGORY 

 54.15 % 60.44 % 59.09 % 58.62 % 0 31.1 %  0.0 % 26.87 % 0.0 % 39.7 % 

RPcomWS - WS 3.0  
NORMALIZED 

 61.17 %  
64.58 % 

 71.45 % 69.08 % 48.72 % 54.63 % 24.57 % 47.35 % 51.24 % 54.91 % 

RPcomWS - WS 3.0  
C+N 

 63.23 % 66.06 % 70.09 %  
67.99 % 

48.32 % 55.42 % 25.11 % 48.88 % 51.12 % 54.76 % 

RPcomWS - WS 3.0  
C+S+N 

68.11 % 66.08 % 70.98 % 67.22 % 48.01 % 55.87 % 25.41 % 49.47 % 51.4 % 55.17 % 

 

 

 


