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ABSTRACT 

Deep Learning has been considered as one of the most significant milestones for 

Artificial Intelligence. Deep convolutional neural networks (CNNs) have been proven to 

be very successful in many pattern recognition tasks. Used as a pre-trained base network 

trained on powerful computers on large datasets, CNNs offer remarkable transfer learning 

capabilities. The CNN features learned in a local-to-global pyramidal architecture extracts 

gradually more sophisticated features in the higher layers based on, the lower ones' 

features. The hidden layers' connection weights provide broad-purpose (pluripotent) 

features that can be transferred to other networks for new target tasks, such as recognizing 

new object classes with possibly smaller datasets. Supervised deep CNNs are trained top-

down and minimizing the classification error on large manually labelled datasets with 

thousands of classes, thus achieving their learning of pluripotent features. Recently 

proposed Contextually Guided Convolutional Neural Network (CG-CNN) architecture 

learns to extract such pluripotent features of a single convolutional layer in an unsupervised 

setting. Although CG-CNN has an advantage over deep CNNs, it can tune to these 

pluripotent features bottom-up without requiring massive, labelled datasets; its semi-

supervised and multi-layered extensions require further research. This thesis proposed an 

extension named BeiimNet and demonstrated its effectiveness in applying the CG-CNN 

principles to semi-supervised complex pattern recognition tasks. 
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CHAPTER 1 INTRODUCTION 

With the recent technological advances in computing and data systems, Artificial 

Intelligence (AI), more specifically Deep Learning (DL), has gained substantial popularity 

in research and utilization. DL is efficient because it does not rely on manual feature 

engineering; it is based on data engineering that means the features develop to perform the 

complex machine learning tasks thanks to the availability of large datasets. In recent years, 

DL methods have influenced every central area of life, such as biometrics, health care, 

finance, transportation systems, and social media. Deep Convolutional Neural Networks 

(CNNs) are among the most promising deep learning models. CNNs learned their features 

(convolutional weights) and how to map the raw input to output predictions (e.g., class 

labels). Once they are learned, CNN features are readily transferable to new tasks where 

labelled data could be scarce.  CNNs make excellent use of several advances in a neural 

network design such as deep multi-layered pyramidal architectures, weight sharing, and 

transfer learning to learn these powerful (pluripotent as Kursun, Dinc, and Favorov (2021) 

call them) features. In a nutshell, multi-layered architectures help CNNs learn their 

complex input-output mapping. Weight-sharing (using convolutions) helps to reduce the 

number of parameters needed to learn in the training process, and transfer learning allows 

CNNs to be re-trained (transferring some features previously learned on another more 

complex/general task) for few-shot learning ( Malik et al. 2020; Wang et al. 2020) or on 

tasks where labeled data is scarce (Zhang, Zhu, and Fu 2019).  

As acquiring manual labels for data can be challenging in real-world due to the 

volume/flux of data or due to the lack of resources and experts in many real-world 

applications, transfer learning makes CNNs (and deep learning in general) very appealing 

(Baur, Albarqouni, and Navab 2017; Zheng et al. 2020). For instance, Convolutional 
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Neural Networks that utilized transfer learning consistently performed health disease 

diagnoses from images nearly identically to health experts (Gao et al. 2020). Although the 

image domain is the primary field of application for CNNs, they have recently proven to 

be very successful for predictive analysis of signal data.  

Loosely inspired by the neural architecture of the brain’s cerebral cortex (Zorins 

and Grabusts 2015), CNN progressively extracts higher and higher-level features in a 

pyramidal architecture. CNNs are typically trained using large, manually labelled datasets 

with a large number of classes to discriminate. Once these features are developed, as they 

can distinguish many classes, they can be transferred and used in other domain-related 

tasks, such as other image classification tasks with classes that are not used in their training. 

This feature transfer (transfer learning) process generally uses/transfers features at the 

higher-layers as the higher-layer features have larger receptive fields (they see a larger field 

of pixels), and they are more descriptive (more nonlinear).  However, in the success stories 

of CNNs, besides the quantitative usefulness of higher-layers’ features in transfer learning, 

the qualitative evaluation of the early-layer features is also discussed (Yosinski et al. 2014). 

Early-layer features are praised for being realistic features due to their resemblance to the 

features tuned by the primary visual cortex (V1) (Bengio 2012; Yosinski et al. 2014; 

Goodfellow, Bengio, and Courville 2016; Kursun and Favorov 2019; Shrestha and 

Mahmood 2019; Kursun, Dinc, and Favorov 2021). These features resemble Gabor-like 

edge filters, gratings, and color blobs (Kursun, Dinc, and Favorov 2021).  Discovering such 

low-level features is expected to the degree that obtaining anything else with a deep 

learning algorithm generally implies poorly chosen hyperparameters or a software bug 

(Yosinski et al. 2014). While deep CNNs generally rely on error backpropagation (top-
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down learning back-propagating the error from the top classifier layer to the bottom/early 

layers) to learn what features should be extracted by their neurons, the emergence of V1-

like features in the early layers is an exciting phenomenon. CG-CNN (Contextually Guided 

Convolutional Neural Networks) was proposed (Kursun, Dinc, and Favorov 2021) to 

demonstrate the existence of a principled approach to learning such descriptive/pluripotent 

features in a bottom-up fashion without relying on supervised training (i.e., without a deep 

network backpropagating misclassification-related error). Unlike deep CNNs, CG-CNNs 

(and cortical areas that inspired CG-CNN) do not rely on supervised backpropagation. 

Instead, they rely on some local contextual information for feature tuning (Becker and 

Hinton 1992; Phillips and Singer 1997; Körding and König 2000;  Favorov and Ryder 

2004; Hawkins and Blakeslee 2004; Kursun, Alpaydin, and Favorov 2011; Hawkins, 

Ahmad, and Cui 2017; Kursun and Favorov 2019). 

CG-CNN addresses some of the essential shortcomings of deep learning algorithms 

and architectures. For instance, their reliance on large and manually labelled datasets 

requires optimizing their massive number of parameters, mode collapse, and vanishing 

gradients due to their deep multi-layered design (Abiodun et al. 2019).  Using its bottom-

up learning of gradually more complex/pluripotent features via a shallow CNN-based 

architecture, CG-CNN can be trained even in small unlabelled datasets. Taking advantage 

of abundantly available unlabelled data and transfer learning techniques, improved CG-

CNN methods have the potential to alleviate many of these shortcomings.  

Semi-supervised learning (using both labelled and unlabelled data) is a common 

and realistic real-world scenario. Insufficiency of labelled data can originate from the 

labelling process’s time-consuming nature and reliance on experts to generate 
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labels/ground truths. Semi-supervised Deep networks learn and optimize their learned 

features, based on which they make their predictions, and these predictions tend to be more 

robust (Enguehard, O’Halloran, and Gholipour 2019; Zhang, Zhu, and Fu 2019).  

The recent technological advances make semi-supervised deep learning more 

feasible because the acquisition/collection of unlabelled data has become more 

affordable.  The abundant availability of unlabelled data on the internet through social 

media, the growing demand for automatic recommendation systems (Hoffer and Ailon 

2018; Enguehard, O’Halloran, and Gholipour 2019), the development of Edge systems that 

bring together data collection with various sensors (e.g., camera, microphones, vibrotactile 

sensors) and deep learning on the same hardware platform, and the development of novel 

systems that do not initially have sufficient domain expertise or human resources for 

manual and consistent labeling of data are some of the examples of semi-supervised 

learning feasibility.  

In this thesis, a vibrotactile signals texture classification dataset is analysed using 

CNN, Autoencoder, CG-CNN, and the proposed BeiimNet architectures in addition to the 

standard benchmark machine learning methods such as random forests, nearest neighbors, 

and support vector machines. The reasons for selecting these algorithms were the dataset’s 

promising nature to demonstrate the CG-CNN approach’s power. While the experimental 

vibrotactile dataset is simpler than an image classification dataset, in the absence of 

sufficient volume of labelled data and pre-trained networks to use via transfer learning, 

deep learning algorithms such as CNNs do not perform at their full potential (Kursun and 

Favorov 2019; Kursun and Patooghy 2020). Tactile and vibration sensing systems have 

potential in various applications in robotics and neuroscience (Schopfer, Ritter, and 
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Heidemann 2007; Gwilliam et al. 2010; Kursun and Patooghy 2020; Zhou et al. 2020). 

While humans can effortlessly perform tactile sensing tasks (e.g., texture, hardness, 

roughness), DL systems need improvement for achieving such levels of success in tactile 

information processing. Moreover, the application of the semi-supervised extension of the 

CG-CNN algorithm is simple on this dataset, which does require a very deep CNN 

architecture for achieving the computational complexity sufficient for mapping the raw 

input of sensor readings to the class labels of the observed textures. This thesis presents the 

first application of the CNNs and contextually guided neural networks (CG-CNN and 

BeiimNet) on the vibrotactile signals texture classification dataset collected by (Kursun 

and Patooghy 2020). 

 This thesis’s structure is as follows: Chapter 2 reviews both foundational and 

cutting-edge materials on which this thesis is based, most notably the CG-CNN 

(Contextually Guided Convolutional Neural Network) method. Chapter 3 presents the 

proposed BeiimNet method as the semi-supervised multi-layered extension of CG-CNN. 

Chapter 4 presents the experimental results on the vibrotactile signals texture classification 

dataset with transferrable feature extraction methods used for texture classification and 

putting these features in use to classify new classes of textures. Conclusions and future 

work are discussed in Chapter 5. 
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CHAPTER 2 RELATED WORK 

For the last several decades, the potential of Machine Learning applicability to 

almost any field of our lives has been widely acknowledged and increasingly utilized  

(LeCun, Bengio, and Hinton 2015; Alom et al. 2018; Abiodun et al. 2019; Gao et al. 2020; 

Sanodiya and Yao 2020; Zhou et al. 2020). Machine learning enables incorporating data 

into the analysis in various scientific areas and creates opportunities for solving complex 

problems. Machine learning consists of several types of learning paradigms. However, 

supervised, unsupervised, semi-supervised, and reinforcement learning are the most 

common among those paradigms. Supervised learning permits and takes full advantage of 

labelled examples or targets, where training algorithms use feedback from targets and 

optimizes the model parameters accordingly. Unsupervised learning focuses on identifying 

patterns in data without relying on labels; clustering algorithms and unsupervised 

dimensionality reduction algorithms  (Alpaydin 2014) are good examples of this type of 

learning. Semi-supervised learning is advantageous when unlabelled data are abundant. 

Reinforcement learning is quite different in its approach to learning compared to previous 

learning types. RL uses agents placed in a particular environment with specific criteria for 

receiving a reward when they solve problems, reinforcing particular actions, and learning 

from those experiences (Marsland 2014).  

Deep Learning has been considered as the new AI (Kursun and Favorov 2019). 

Among deep learning algorithms, deep convolutional neural networks (CNNs) have been 

particularly successful in many computer vision and pattern recognition tasks and their 

remarkable transfer learning capabilities. In this Chapter 2, the subsections are organized 

to review these topics in the following order. First, the essential components of artificial 

neural networks are summarized in Section 2.1; then, in Section 2.2, convolutional neural 
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networks are discussed. In Section 2.3, transfer learning is reviewed to explain the 

usefulness of learned features. Section 2.4 summarizes deep representation learning 

methods, and Section 2.5 focuses on generative adversarial networks. Finally, Section 2.6 

introduces Contextually Guided Convolutional Neural Networks, which is the foundation 

of the proposed method, BeiimNet.  

The most notable difference between traditional ML algorithms and DL is their 

feature extraction approach. While traditional ML algorithms hand-crafted the features by 

using feature extraction algorithms such as Scale Invariant Feature Transform (SIFT), 

Speeded Up Robust Features (SURF), Histogram Oriented Gradient (HOG), and Local 

Binary Pattern (LBP), Deep Learning features are trained automatically with hierarchical 

representation, where powerful, low-level, features help to optimize each successive layer 

to fit a specific problem (O’Mahony et al. 2020). This hierarchical approach enables DL 

algorithms to build remarkable features that, unlike traditional ML algorithms, have 

unlimited potential for improvement. 

The first introduction to deep learning started with LeNet in 1998, where LeCun 

incorporated backpropagation with a convolutional neural network (Alom et al. 2018). The 

computational restrictions of that time made the application of LeNet quite challenging and 

impractical. Still, after a little more than a decade, modern computers’ computational 

possibilities revitalized the deep learning field. While LeNet is the architecture that started 

deep learning, AlexNet is perhaps the most prominent architecture by which other models 

evaluate their architecture’s validity. It was introduced in 2012, with a win in a complex 

ImageNet challenge for visual object recognition called the ImageNet Large Scale Visual 
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Recognition Challenge (ILSVRC) (Alom et al. 2018). It is considered a breakthrough in 

AI, and it brought a big wave of interest in deep learning research and applications. 

The features that are represented under the architecture are the essence of AlexNet’s 

importance. Obtaining the first convolutional features is used to make sure that the network 

learns well. Getting anything else but Figure 1 is considered as a sign of a bug in the 

program or a poor setting for some hyperparameter (Yosinski et al. 2014).  

 

Figure 1. Representation of AlexNet’s first convolutional layer features 

 

The AlexNet’s first layer features (Figure 1) have been a benchmark for low-level 

features. With more complex and sophisticated architectures, architectures such as 

GoogleNet (Figure 2) and ResNet101 (Figure 3).   
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Figure 2. Representation of GoogleNet’s first convolutional layer features 

 

Figure 3. Representation of ResNet101’s first convolutional layer features 

 

Figure 4 referred to AlexNet architecture (LeNail 2019) and visual representation 

of developed features (Zeiler and Fergus 2014) from ImageNet dataset (Deng et al. 2009). 
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Figure 4. The representation of AlexNet Architecture with ImageNet features.  

 

Deep Learning (DL) has become a very successful type of artificial neural 

network studied under Artificial Intelligence (AI) and has found practical uses in many 

fields such as robotics, automation, medical, and finance. The general idea is that with a 

deeper network, a task can achieve better accuracy. However, this can be costly in terms 

of computation and time. The majority of ML algorithms cannot improve after a certain 

point in training, but deep neural networks have the potential to improve, which can be 

one of the reasons for their popularity. With every increase in layers, DNN can learn 

from general features to more specific attributes.  
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2.1 Essential Components of Artificial Neural Networks  

ANNs are composed of interconnected neurons organized into layers. Neurons are 

loosely inspired by biological neurons (Zorins and Grabusts 2015). Data is the most crucial 

component of any machine learning algorithm, and while data is abundant, generating 

high-quality datasets is quite challenging. The next component is a scoring function. It 

allocates what the algorithm learns to class labels.  

The loss function is a component of a neural network that quantitatively assesses 

the learning algorithm’s performance regarding training labels or ground truths. Generally, 

a lower loss is wanted while there is no overfitting which is an inability to generalize 

appropriately. Also, the enormous loss indicates the need to optimize further the 

algorithm’s parameters (Alpaydin 2014; Marsland 2014). 

 Optimization methods are among the most critical components of neural networks. 

Optimization methods are the driving force in neural network architecture to learn their 

weights (which patterns to detect) from their training data. The most popular optimization 

methods in deep learning are Stochastic Gradient Descent (SGD) and Adam. 

 Neural networks use activation functions to transform their inputs nonlinearly. The 

most popular activation function in deep learning is the Rectified Linear Unit (ReLU) and 

its variations; it is also known as the ramp function. It gives zero for negative inputs and 

increases linearity for positive inputs while being very efficient computationally (Hayou, 

Doucet, and Rousseau 2019).  

Backpropagation is perhaps the most significant breakthrough for neural networks. 

After the forward pass of the activations through the network to the last layer of the scoring 

function, the backpropagation algorithm passes the error backward for the computation of 

the gradient of the loss function to update the weights (Alpaydin 2014; Marsland 2014).  
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2.2 Convolutional Neural Networks 

Convolutions organize the interconnections among neurons into local groups. A 

fully connected layer, as the name suggests, connects every input neuron to the output 

neuron. Generally, convolutional neural networks (CNNs) utilize fully connected layers at 

the end of the architecture. Deep CNNs apply various sets of considerable numbers of 

filters at every convolutional layer to feed the following layers. CNN layers start learning 

with general edges, then with the next layer, they apply filters to detect shapes 

(Goodfellow, Bengio, and Courville 2016). With every successive convolutional layer, 

CNN learns to distinguish and learn more specific features to the problem. The network 

uses these high-level features to make predictions. Convolutional layers usually consist of 

several CNN building blocks that are part of this section’s next part. There are two 

significant advantages of CNN, local invariance and compositionality (Goodfellow, 

Bengio, and Courville 2016). For instance, local invariance enables the CNN classification 

of objects in the image without considering the object’s exact location. CNNs can achieve 

identification of the region with the usage of pooling layers. Compositionality is the idea 

of creating high-level features from low-level features. This concept enables people to 

utilize another significant contributor to deep learning’s success - transfer learning. 

CNN’s building blocks are convolutional layer, activation, pooling layer, fully-

connected/linear layer, batch normalization, and dropout. At the core of CNN is the 

convolutional layer, which for obvious reasons, is the most crucial block of CNN. 

Convolutional layers consist of filters/kernels that are set to specific widths and heights. 

Convolutional layer shifts or extends these kernels throughout a specified input space and 

applies convolutions based on specified stride (sliding the kernel window from left to right 

and top to bottom) and padding (uses zero along the border to avoid mismatch) 
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(Goodfellow, Bengio, and Courville 2016). These kernels generate activation maps where 

activation indicates the presence of filter properties such as shapes. Activation such as 

ReLU is applied after every convolutional layer and generally outputs a reduced, original 

input size.  The next layer is the pooling layer that reduces parameters further and helps to 

prevent overfitting (Goodfellow, Bengio, and Courville 2016). Pooling kernel can reduce 

the input by either getting the maximum value or getting an average. While max pooling 

is applied in the middle of the network, average pooling is part of the last layers and 

sometimes can substitute the fully connected layer (ex. ResNet). As mentioned above, fully 

connected layer(s) are the last building in CNN architecture (Goodfellow, Bengio, and 

Courville 2016). Batch normalization is used to normalize the convolutional layer’s 

activations before feeding it to the next layer. Overall, batch normalization enables an 

efficient training process. Dropout is the form of regularization that has the primary 

purpose of reducing the chances of overfitting a network by dropping the connection with 

inputs from the previous layer at random (Goodfellow, Bengio, and Courville 2016). 

2.3 Transfer Learning 

Traditional machine learning algorithms train and test data with the same input feature 

space and distribution (Weiss, Khoshgoftaar, and Wang 2016). Transfer learning is 

motivated by the need for high-performance learners for domains where data acquisition is 

problematic, and transferring trained learners from similar domains makes transfer learning 

feasible and, as a tool, indispensable to current deep learning applications and best 

practices. There are many reasons for the limited availability of data; for instance, the high 

cost of generating ground truths due to the lack of domain experts can contribute to the 

shortage of valuable data (Malik et al. 2020). Therefore, transfer learning applications have 
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become highly appealing solutions to limited data problems. It is utilized along with 

various data types such as images, videos, text, and signal data.  

The definition of transfer learning comprises two main parts: domain and task 

(“Transfer Learning” 2021). A domain consists of feature space and a marginal probability 

distribution with a learning task. Transfer learning is divided into source domain and target 

domain. Transfer learning aims to improve the target’s learning by using the source 

(“Transfer Learning” 2021). There are three transfer learning types: homogeneous transfer 

learning, heterogeneous transfer learning, and negative transfer. 

Homogeneous transfer learning represents the situation where the input feature space 

and label space of the target domain are equal to the input feature space and label of the 

source domain, making it homogeneous. Homogeneous transfer learning tries to correct 

marginal distribution, conditional distribution, or both (Weiss, Khoshgoftaar, and Wang 

2016).  Within homogeneous transfer learning, there are several well-established 

methodologies such as instance-based, feature-based, parameter-based, relation-based, and 

hybrid-based (instance and parameter) transfer learning. Instance-based transfer learning 

methods focus on applying weighting approaches on the source domain samples to correct 

marginal distribution; then retrains the target domain (Weiss, Khoshgoftaar, and Wang 

2016; Tan et al. 2018). Feature-based transfer learning can be symmetric and asymmetric. 

While asymmetric type reweights the features to coordinate closer to the target domain, 

symmetric focus more on common latent space between the domains (Weiss, 

Khoshgoftaar, and Wang 2016).  Parameter-based transfer learning aims at transferring 

meaning learning through common parameters between domain learners and creating 

multiple learners.  Relation-based transfer learning uses certain relationships between 
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domains to transfer knowledge, and this methodology tends to be utilized the least (Weiss, 

Khoshgoftaar, and Wang 2016).   

In heterogeneous transfer learning, opposite to homogeneous transfer learning type, 

the input feature space of a source domain and the target domain’s input feature space are 

not equal. These heterogeneous transfer learning problems are highly applicable to 

environments abundant with data and differ in their input features space, often the case 

with various domains (Weiss, Khoshgoftaar, and Wang 2016). Due to being a relatively 

new area of research, the solutions to heterogeneous transfer learning are few. The main 

option of dealing with heterogeneous transfer learning problems is to employ symmetric 

and asymmetric feature-based methodologies that aim to equate the latent input feature 

space between the domains (Zhou et al., n.d.). With input feature spaces being equal, 

previously mentioned categories from homogeneous transfer learning can easily be 

applied, transforming heterogeneous transfer learning to homogenous. As the name 

suggests, negative transfer yields worse results with the transfer of inputs from the source 

domain to the target domain learner. The negative transfer could result from the poor 

relationship between the source and target domains (Weiss, Khoshgoftaar, and Wang 

2016).  

2.4 Deep Representation Learning 

Representative learning is a set of algorithms and methods that aim to learn and 

extract representative features/ information. It could be represented with and without 

feature engineering methods, but representation learning is often associated with deep 

learning or feature learning, which avoids direct feature engineering. Since 2006, in the 

initial research works of deep representation learning, the central idea was a greedy layer-
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wise unsupervised pre-training. The unsupervised learning approach learns a hierarchy of 

features one layer simultaneously; also, each layer applies new transformations to learn 

representative features (Bengio 2012).  This idea translates well to autoencoder 

implementation. Initially, autoencoders were used to represent dimensionality reduction, 

where they served a function of a bottleneck. 

Autoencoder is a type of neural network that learns to represent data in its hidden 

layers. AE can utilize fully connected and convolutional layers as neural building blocks. 

However, it is part of unsupervised learning where the network encodes input for 

meaningful representation and decodes those features to reconstruct the original input 

(Sanodiya and Yao 2020).  

Autoencoders extend the idea of principal component analysis (PCA). While PCA 

transforms the data to linear representation, AE can produce nonlinear representations 

(Shrestha and Mahmood 2019). Although AE is part of unsupervised learning, encoder’s 

features can be applied to classification networks. Recent implementations of autoencoders 

generally consist of two parts encoder and decoder. Encoder extracts representative 

features from the input, and decoder aims to reconstruct the feature map back to input space 

and minimize reconstruction error. 

2.4.1 Discriminative Unsupervised Feature Learning with Exemplar 

Convolutional Neural Networks 

This paper only utilized unlabelled data. The network discriminates between 

surrogate classes. Each surrogate class is generated from randomly generated image 

patches, called a seed. Each seed is generated with the help of various transformations. The 

significant difference between the surrogate tasks (Dosovitskiy et al. 2014; Kursun, Dinc, 

and Favorov 2021) and their seeds with classic and typical variations/augmentations 



17 

(Shorten and Khoshgoftaar 2019) in data is the descriptive and generic robustness of 

features. The study is primarily based on the unsupervised learning of invariant features. 

There are several instances of invariant feature generation/utilization in both unsupervised 

and supervised learning. In unsupervised learning, linear autoencoders learn invariant 

features by enforcing a temporal slowness constraint on the feature representation 

(Dosovitskiy et al. 2014). Still, they fail to utilize multiple CNN layers due to heavy 

reliance on direct modelling the input distribution. Some supervised learning research on 

learning invariant features directly penalizes the output’s derivative concerning the 

transformation’s magnitude. This research does not regularize the derivative explicitly 

(Dosovitskiy et al. 2014). 

This method achieves vitality/robustness of transformations that is not present in 

the classic supervised approach. This method starts with creating surrogate training data 

from unlabelled images, where a random sample of N patches that contain various objects 

is chosen (Dosovitskiy et al. 2014). After selecting patches, a family of transformations is 

applied. Based on those patches’ seed, labels, surrogate classes are declared that translate 

to sets of transformed image patches (Dosovitskiy et al. 2014). The CNN network is then 

trained to discriminate between those surrogate classes. The features generated from this 

method outperform the classification results of traditional unsupervised feature generation 

methods (Dosovitskiy et al. 2014). While this method beat unsupervised method 

competition, it could not do the same with classic supervised learning counterparts. 

2.4.2 Learning Deep Representations by Mutual Information Estimation and 

Maximization 

This paper explores maximizing mutual information between output and input of 

Deep encoders for representation in unsupervised learning  (Hjelm et al. 2019). With the 
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complexity and difficulty of computing the mutual information between input and output, 

the proposed Deep Infomax method incorporates the input’s locality to the objective, 

emphasizing the structure's importance (Hjelm et al. 2019).  By matching prior 

distributions in an adversarial manner, it controls the representation characteristics.   The 

core idea is to maximize the mutual information between the input and the output (Hjelm 

et al. 2019). Deep Infomax utilizes an adversarial model/learning with an encoder and a 

decoder. While this method outperforms many unsupervised learning tasks, it only nears 

the same results expected from supervised learning (Hjelm et al. 2019). 

2.5 Generative Adversarial Networks 

According to Yan LeCun, a founding father of convolutional neural networks, 

“Generative Adversarial Network is the most interesting idea in the last ten years in 

Machine Learning.” (Miller 2019, 87), GAN framework was proposed in 2014 to estimate 

generative models by incorporating adversarial procedure, where two models are trained 

concurrently (Goodfellow et al. 2014). The first model of the framework, Generator 𝐺, 

captures the data distribution. The second model, Discriminator 𝐷, estimates the 

probability whether the input source belongs to data or 𝐺 (Goodfellow et al. 2014). Figure 

5 illustrates an example of GANs adversarial principle. As the original CG-CNN, the 

proposed semi-supervised multi-layered extension, BeiimNet, is based on such a GAN-like 

optimization, with a more supportive focus rather than an adversarial one. 
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Figure 5. During its iterative training, a GAN network learns to produce 

increasingly realistic images that Discriminator eventually fails to discriminate the 

fake ones from the real ones.  

 

2.6 Contextually Guided Convolutional Neural Networks (CG-CNN) 

CG-CNN is an unsupervised (self-supervised) method that offers a means for 

extraction of highly discriminative and transferable features of a single convolutional area. 

The entire system is composed of a single convolutional layer, Feature Generator, 

connected to a linear classifier. CG-CNN training uses transfer learning to learn what to 

transfer by creating different classification problems for self-supervision. In other words, 

Feature Generator gradually learns more discriminative features that Discriminator can 

adapt to its ever-changing classification problems, which in turn provide feedback to 

Feature Generator. Although CG-CNN networks can be stacked similar to how deep 

autoencoders are built, multiple layers within a CG-CNN network, Figure 6, can also be a 
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more robust feature extractor. These multi-layer extensions of CG-CNN have not been 

tested so far.   

 

 

Figure 6.  Representative CG-CNN architecture learns 64 general-purpose 

features (with 11×11convolutions) using C= 100 contextual groups/classes. Once the 

convolution layer converges, the feature maps can be extracted by applying the 

convolutions to larger images. 

 

The CG-CNN paper (Kursun, Dinc, and Favorov 2021) used the Caltech dataset 

(Li Fei-Fei, Fergus, and Perona 2004). CG-CNN used only the face class to strengthen the 

claim that the class labels are not necessary for learning low-level features of the deep 

networks. The algorithm works as follows: Upon a presentation of an input pattern (a small 

image window chosen from one of the internally generated contextual group), the CNN 

layer computes the feature values that it has learned to extract so far and outputs them to 

the classifier, which has been trained to distinguish all contextual groups of the current task 

from each other. The contextual group’s input patterns’ prediction error is backpropagated 

to the classifier and the convolutional layer. The backpropagation algorithm adjusts the 
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connection weights in both the classifier’s SoftMax layer and the CNN’s convolutional 

layer alternatively. By minimizing the prediction error of these internally generated and 

ever-changing classification tasks, CG-CNN features gradually become more inferential 

than its inputs (Finn, Abbeel, and Levine 2017). The uniqueness of the CG-CNN method 

is how these classes (contextual groups) are generated internally and how error 

backpropagation training is carried out.  

The system’s training is performed over multiple iterations, with each iteration 

using a different set of contextual groups (training classes) (Finn, Abbeel, and Levine 

2017). In each iteration, a new small unsupervised set of training examples (e.g., 50 

contextual groups and with each group containing many nearby image windows) is drawn 

from the database, and the system is trained to discriminate against them. Note that these 

classes have nothing to do with any external supervision or any supervised class labels 

(Dosovitskiy et al. 2014; Ghaderi and Athitsos 2016), (see Figure 7 for a demonstration). 

Once this training is finished, another small set of classes is drawn. Training continues in 

the next iteration on this new set without resetting the already developed CNN connection 

weights. The collection of input patterns used in a given training iteration is selected by 

randomly picking in the database photos C=50 image patches and then applying some 

transformations (e.g., spatial translations, color conversions, etc.) to these seed image 

patches (Dosovitskiy et al. 2014). All the transformations of a given seed image patch are 

contextually related and are treated as examples of a single class. This design makes use of 

the aforementioned neuroscientific principles of pluripotency (Favorov and Kursun 2011; 

Kursun, Dinc, and Favorov 2021), and contextual guidance principles (Kursun and 

Favorov 2019; Kursun, Dinc, and Favorov 2021). The Feature Generator seeks pluripotent 
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features that can be used to discriminate any image patches from each other maximally. At 

the same time, the Discriminator forces those features, Figure 8, to reflect similarities of 

contextually related image patches. 

        

 

Figure 7. Exemplary images used for snipping small, e.g., 19×19, image 

patches for training CG-CNN. For this illustration, each task contains one image only, 

and within that image there are four contextual groups created (each group is shown 

with a different color and with three snipped image patches).  
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Figure 8. CG-CNN training iterations gradually improve the features of its 

convolutional layer, making them more and more transferable.  
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CHAPTER 3 BEIIMNET SEMI-SUPERVISED CG-CNN 

 

BeiimNet extends the unsupervised CG-CNN method (Kursun and Favorov 2019; 

Kursun, Dinc, and Favorov 2021) to semi-supervised learning by incorporating class-

labelled examples (external supervision) into the training. The original CG-CNN method 

trains a convolutional layer so that the feature set gradually becomes more pluripotent for 

discriminating any set of contextually related input patterns from any other. For CG-CNN, 

as initially proposed, the data source contained only unlabelled examples. Especially at the 

first layer, neurons have such a small receptive field that the supervised class labels cannot 

be of much help anyway: The network snipped the image patches from the large unlabelled 

images, and all examples within close proximity in that image (i.e., contextually-related 

image patches) were given a unique group label that was to be discriminated maximally 

from other such groups (hence the name pluripotent). A stack of CG-CNN layers (i.e., 

training the next CG-layer on the previous layer’s outputs) can tune to higher-order features 

with more global (more expansive) receptive fields at the higher CG-layers. As these 

features get more sophisticated, the feature tuning in higher convolutional layers should 

gradually benefit from supervised examples to exhibit more utility for supervised 

classification tasks. This step will help develop better features instead of 

preserving/transforming the data while maintaining all the contextual regularities. For 

example, the learned features’ may never be interested in contrast or brightness-related 

frequencies. 

Although the CG-CNN was originally proposed using an image dataset, other forms 

of data that exhibit contextual regularities, such as signals and sensor networks, can also 
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be used. In this thesis, BeiimNet is used to explore the contextual guidance on a signal 

dataset. There are several contributions of BeiimNet:  

1. Demonstrating the feasibility of the CG-CNN method on a different modality. 

Although the CG-CNN is described in Section 2.3.4 using an image dataset, 

(Kursun, Dinc, and Favorov 2021)  states that other forms of data exhibit contextual 

regularities, such as signals and sensor networks can also be used. In this thesis, 

BeiimNet is used to explore the contextual guidance on a signal dataset.  

2. The signal dataset used in this thesis is the tactile perception dataset (Kursun and 

Patooghy 2020),  and this thesis is the first study applying deep learning on this 

dataset. A better understanding of tactile information processing using deep learning 

is essential both in robotics and neuroscience fields ( Schmitz et al. 2014; Kursun 

and Favorov 2019; Kursun and Patooghy 2020).  

3. Although practical image-domain CNNs are deep, using the tactile dataset that does 

not require a very deep network is more manageable for this first semi-supervised 

and multi-layered extension of the CG-CNN idea. BeiimNet makes it clear that CG-

CNN provides a general-purpose framework that can be easily extended to semi-

supervised learning.  

As shown in Figure 9, the BeiimNet algorithm chooses a new small task (either 

supervised or unsupervised) from the immense pool of data. This time the data source 

contains both labelled and unlabelled examples. The training tasks used for each 

Expectation-Maximization (EM) iteration is formed using either a supervised or an 

unsupervised task. The algorithm uses C classes for the unsupervised case and D classes 

for the supervised case. That is, in an unsupervised task, for each one of the C classes, a 
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seed image patch is selected, and a batch of input patches are snipped around it (with some 

additional data augmentations). As in the original CG-CNN, the Classifier layer of the 

contextually guided network is trained to discriminate all the C contextual groups from 

each other using the existing features (this is called the E-step of the EM algorithm). On 

the other hand, for a supervised task, BeiimNet picks labelled training examples from D 

classes where D is not necessarily equal to all possible classes. New classes can be added 

at any time as a form of continual learning (Parisi et al. 2019). Both the unsupervised and 

supervised cases could use data augmentation methods to improve convergence (Shorten 

and Khoshgoftaar 2019; Zhao et al. 2019).  

 

Figure 9. BeiimNet-Layer diagram. Feature Generator gradually learns more 

discriminative features that Discriminator can adapt to its ever-changing 

classification problems, providing feedback to Feature Generator. 
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Then the task resets the discriminator (this time with D output units corresponding 

to the D classes) and initiates the E-step of the E/M optimization. In the E-step, using the 

class-labeled examples in the task, BeiimNet trains the Discriminator (SoftMax) while 

freezing the feature generator/convolutional layers. The M-step starts: It freezes the 

discriminator and enables the feature generator to learn with weights backpropagated from 

the E method in the previous step. Furthermore, the M method/step uses backpropagation 

to minimize the error of the feature generator further.  M-step is where the learned features 

evolve to be more beneficial for the supervised classification.  

At the end of the M-step, BeiimNet switches mode and creates/forms another task 

(while alternating between employing supervised or unsupervised learning), and another 

E-M iteration starts. These iterations can be repeated a specified number of times or until 

convergence. The algorithm keeps track of transfer utility separately for convergence: 

Group accuracy for the unsupervised task and Class accuracy for the supervised task. These 

accuracies jitter from task to task as the tasks are created randomly; however, with 

iterations in time they are expected to converge. 
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CHAPTER 4 EXPERIMETNAL RESULTS 

4.1 Experimental Dataset 

The dataset used to evaluate the proposed method is called the vibrotactile signals 

texture classification dataset collected by Kursun and Patooghy (2020), which has 12 

texture classes. Figure 10 shows the photographs of segments of the texture materials used 

in the data collection process. A 3D accelerometer sensor was connected to a probe rubbing 

against a rotating drum covered by these textured materials. For each texture, 20 seconds 

of sensor recordings were collected. The 3D accelerometer data consists of X, Y, Z 

recordings resampled at 200 Hz; therefore, the dataset is 3-by-4000. Kursun and Patooghy 

(2020) made the dataset publicly available and applied signal processing algorithms to 

demonstrate that the textures can be highly discriminated against using simple machine 

learning algorithms when sophisticated/manual signal feature extraction is performed on 

the data collected by vibrotactile sensors. In this thesis, CNNs will be applied to this dataset 

to demonstrate that deep learning methods can take advantage of transfer learning and 

avoid manual feature extraction.  

 

 

Figure 10. Images of the 12 texture classes used in the dataset. 
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4.2 Experimental Setup 

In Kursun and Patooghy (2020), there was an overlap between the training and test 

set signals because the sample windows were selected randomly from the 20-second 

recordings. This overlap made the classification task (on the test set) easier. However, in 

this thesis, the sample windows from the first 10 seconds of the recordings are used as the 

training set examples. The sample windows from the remaining 10 seconds of the 

recordings were used as the test set examples.  

Moreover, to involve transfer learning experiments in this thesis, texture classes 1-

10 were used as the source domain to learn transferrable features (i.e., train and validate 

the deep convolutional neural networks); and, classes 11-12 are used as the target domain, 

in which the transferred features are tested for their discriminative capabilities. Moreover, 

for retraining classifiers in the target domain, only 50 examples are used for each one of 

the two classes (from their first 10 seconds of recordings as mentioned above). For testing 

the retrained classifier, 100 examples are used from each class from the remaining 10-

second recordings.  

Unlike the feature extractors such as FFT used in the original study, this thesis's 

proposed transfer learning method can take advantage of retraining classifiers to improve 

the already learned features. Although FFT features could not discriminate classes 11 and 

12 as accurately as the other pairs of classes, the proposed transfer learning approach 

learned features from the source domain (classes 1-10) that could be transferred to the 

target domain (classes 11 and 12) for achieving higher classification accuracies.  

The BeiimNet architecture adhered to the best practices of CNN construction. 

Convolutions started small, with 32 feature maps to collect general features as effectively 

as possible, and the size of convolutions increased gradually to capture higher-level 
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features. In this experimental setup, all deep learning algorithms consisted of several layers, 

each layer containing a convolutional layer, ReLU-activation, and max-pooling layer. To 

compare with the proposed BeiimNet method, CNNs and Convolutional Autoencoders 

were implemented with comparable architectures (with the same number of layers). To 

compare with the single-layered CG-CNN, each method/architecture was implemented 

with one, two, and three layers. At the last layer, the network used an average pooling layer 

to make all architectures extract exactly 512 features in total. Figure 11 shows an example 

of the three-layered Autoencoder. Figures 12-14 show the one, two, and three-layered CNN 

architectures.  

 

Figure 11. Autoencoder architecture with three-layered encoder (bottom 

pyramid) and three-layered decoder (top pyramid) 
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Figure 12. 1-layer CNN architecture used in the experiments.  
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Figure 13. 2-layer CNN architecture used in the experiments. 
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Figure 14. 3-layered CNN architecture used in the experiments. While the size 

of the receptive fields of the neurons double from one convolutional area to the next, 

the number of feature maps is doubled as well (e.g., for the 3-layer CNN, 25, 50, and 

100 neurons were used in the first, second, and third layers, respectively). 

 

As autoencoders are unsupervised, the full 20-second recordings were used for 

training, and the learned features were then transferred. As CNNs are supervised learners, 

only the first 10 seconds of the recordings in the source domain were used to train their 
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features. As the BeiimNet architecture utilizes semi-supervised learning, as mentioned in 

Chapter 3, its training alternated between supervised and unsupervised learning for each 

algorithm's task. For supervised tasks, the algorithm used the first 10 seconds of the 

recordings utilizing the known class labels. For the unsupervised tasks, it used the 

remaining 10-second recordings utilizing the contextual guidance principle. For the tactile 

dataset, using 30 contextual groups was found to be near optimal for training BeiimNet. 

Increasing the number of contextual groups did not affect the accuracy significantly, 

whereas using fewer contextual groups resulted in less transferrable features leading to 

poor accuracy.  

In addition to the retraining of the learned deep networks in the target domain for 

measuring the quality of the learned features, the convolutional layers of these learned deep 

networks were frozen to use them solely as feature extractors (without retraining). In this 

feature-extractor setting, the learned features were fed to standard machine learning 

classifiers such as Support Vector Machines, Logistic Regression, and K-Nearest Neighbor 

(Alpaydin 2014; Fernández-Delgado et al. 2014), to classify texture classes 11 and 12 using 

X, Y, and Z sensors.  
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4.3 Results of Tactile Data 

Table 1 compared FFT (Fast Fourier Transform) feature extraction with various 

classification methods and CNN, with and without transfer learning. As mentioned in 

Section 4.2, all the results were based on the target domain’s binary classification problem, 

textures 11 and 12. Support Vector Machine, Naive Bayes, K-Nearest Neighbour, 

Multilayer Perceptron, and Random Forest classification methods were used to evaluate 

FFT features. For the Naive approach (as opposed to Transfer Learning), randomly 

initialized 3-layered deep CNN architecture was trained from scratch on the target domain. 

Also, the same architecture was trained on the source domain, textures 1-10, and the 

features were transferred and retrained to perform classification in the target domain. 

Except for X signal data, CNNs with and without transferred features outperformed 

classifiers with FFT extracted features (Table 1). The remaining tables represented the 

experimental results on deep learning, specifically the semi-supervised BeiimNet, 

compared with supervised CNNs and unsupervised Autoencoders.   
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Table 1. Comparison between CNN and Fourier Transform feature extraction 

methods on target domain classification for X, Y, Z and XYZ sensor-signal data. The 

results are represented as an average of 10 runs and their standard deviation.  

 

Feature Extractors 

Sensor Signal Data for the Target Domain 

X Y Z XYZ 

 

Naive CNN 

 

73.3 ± 6.0 

 

66.2 ± 4.4 

 

80.0 ± 3.8 

 

79.6 ± 2.2 

 

CNN with source domain 

features 

 

75.1 ± 5.2 

 

68.3 ± 4.8 

 

85.6 ± 2.6 

 

82.8 ± 3.5 

 

FFT+SVM 

 

57.0 ± 6.8 

 

57.8 ± 5.4 

 

68.9 ± 3.3 

 

77.2 ± 7.4 

 

FFT+NB 

 

77.2 ± 5.5 

 

47.1 ± 3.6 

 

53.6 ± 2.8 

 

56.6 ± 3.1 

 

FFT+KNN 

 

68.3 ± 3.8 

 

50.6 ± 6.2 

 

73.9 ± 4.3 

 

69.1 ± 5.6 

 

FFT+MLP 

 

65.7 ± 15.2 

 

50.0 ± 7.9 

 

55.5 ± 9.9 

 

61.6 ± 12.9 

 

FFT+RF 

 

70.6 ± 6.6 

 

51.6 ± 6.8 

 

68.1 ± 6.1 

 

61.7 ± 9.7 

 

For the application on the X-sensor data in Table 2, BeiimNet-1 performed better 

than other CNN retraining methods. While transferring CNN with 3-layered features gave 

SVM the best results, LR benefited the most from Autoencoder with a 2-layered encoder. 

Autoencoder with a 1-layered encoder delivered the best features to KNN and 

outperformed every other classifier for the target domain’s X signal data with an accuracy 

of 91.8 percent.  
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Table 2. Target domain’s X-Sensor signal classification results with source 

domain features generated by three methods - Autoencoders, CNNs, and BeiimNet. 

The results include an average of 10 runs and standard deviation for CNN (re-

training), SVM, LR, and KNN classifications.       

 

Source Domain 

Feature Extractor 

Target Domain and X Sensor Signal Data  

 

CNN (Re-

training) 

SVM LR KNN 

 

BeiimNet-1 

 

79.9 ± 5.7 

 

75.2 ± 2.9 

 

74.1 ± 3.7 

 

79.2 ± 5.1 

 

CNN 1-Block 

 

75.2 ± 3.4 

 

73.6 ± 4.5 

 

74.6 ± 5.0 

 

86.2 ± 4.3 

 

Autoencoder 1-Block 

 

71.7 ± 5.5 

 

68.8 ± 5.3 

 

68.7 ± 4.3 

 

91.8 ± 3.3 

 

BeiimNet-2 

 

79.8 ± 4.2 

 

73.7 ± 5.0 

 

76.6 ± 5.8 

 

83.7 ± 5.4 

 

CNN 2-Block 

 

75.0 ± 2.4 

 

69.3 ± 5.5 

 

75.1 ± 4.0 

 

86.0 ± 2.3 

 

Autoencoder 2-Block 

 

75.2 ± 3.7 

 

74.9 ± 4.3 

 

81.2 ± 3.5 

 

64.4 ± 7.5 

 

BeiimNet-3 

 

78.2 ± 4.0 

 

70.2 ± 8.9 

 

72.4 ± 7.2 

 

76.4 ± 8.3 

 

CNN 3-Block 

 

75.1 ± 5.2 

 

75.7 ± 4.8 

 

76.7 ± 3.2 

 

76.5 ± 4.9 

 

Autoencoder 3-Block 

 

77.8 ± 4.0 

 

71.7 ± 3.3 

 

76.4 ± 2.3 

 

54.8 ± 2.3 

 

In Table 3, CNN with 2-block features gave the highest accuracy result among all 

re-trained CNNs. However, BeiimNet-1 features transferred to SVM and Logistic 

regression outperformed all CNNs, with logistic regression displaying the best results for 

Y-signals - 82.8 percent. 
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Table 3. Target domain’s Y-Sensor signal classification results with source 

domain features generated by three methods - Autoencoders, CNNs, and BeiimNet. 

The results include an average of 10 runs and standard deviation for CNN (re-

training), SVM, LR, and KNN classifications.       

 

Source Domain 

Feature Extractor 

Target Domain and Y Sensor Signal Data 

 

CNN (Re-

training) 

SVM LR KNN 

 

BeiimNet-1 

 

71.0 ± 5.7 

 

81.8 ± 3.3 

 

82.8 ± 4.5 

 

70.7 ± 5.0 

 

CNN 1-Block 

 

68.9 ± 5.1 

 

78.7 ± 4.1 

 

79.5 ± 2.5 

 

65.0 ± 4.8 

 

Autoencoder 1-Block 

 

60.1 ± 3.8 

 

77.9 ± 3.8 

 

77.3 ± 4.2 

 

61.6 ± 4.7 

 

BeiimNet-2 

 

75.7 ± 3.4 

 

75.1 ± 7.6 

 

75.4 ± 9.1 

 

72.0 ± 5.2 

 

CNN 2-Block 

 

77.7 ± 3.0 

 

81.0 ± 3.8 

 

82.7 ± 2.4 

 

66.7 ± 4.2 

 

Autoencoder 2-Block 

 

57.0 ± 6.2 

 

60.4 ± 6.1 

 

59.3 ± 4.1 

 

52.6 ± 5.7 

 

BeiimNet-3 

 

70.2 ± 7.5 

 

73.3 ± 7.4 

 

70.7 ± 7.8 

 

67.3 ± 10.1 

 

CNN 3-Block 

 

68.3 ± 4.8 

 

71.2 ± 6.2 

 

66.1 ± 3.8 

 

59.4 ± 5.0 

 

Autoencoder 3-Block 

 

57.6 ± 5.4 

 

53.3 ± 5.0 

 

52.8 ± 5.0 

 

54.0 ± 5.4 

 

From Table 4, BeiimNet-2 and BeiimNet-3 features performed the best for all Z 

sensor signal classification methods, with BeiimNet-3 CNN-retraining outperforming the 
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rest, 88.2 percent. SVM and KNN benefitted the most from BeiimNet-2, while logistic 

regression results performed well with BeiimNet-3 features. 

Table 4. Target domain’s Z-Sensor signal classification results with source 

domain features generated by three methods - Autoencoders, CNNs, and BeiimNet. 

The results include an average of 10 runs and standard deviation for CNN (re-

training), SVM, LR, and KNN classifications.       

 

Source Domain 

Feature Extractor 

Target Domain and Z Sensor Signal Data 

 

CNN (Re-

training) 

SVM LR KNN 

 

BeiimNet-1 

 

74.5 ± 6.2 

 

75.0 ± 7.1 

 

76.2 ± 6.1 

 

76.3 ± 7.0 

 

CNN 1-Block 

 

72.7 ± 5.2 

 

64.8 ± 5.6 

 

74.1 ± 4.9 

 

71.8 ± 4.7 

 

Autoencoder 1-Block 

 

65.6 ± 5.1 

 

62.9 ± 14.4 

 

67.8 ± 15.4 

 

64.3 ± 8.1 

 

BeiimNet-2 

 

87.2 ± 4.7 

 

86.6 ± 3.3 

 

84.0 ± 2.6 

 

81.6 ± 4.4 

 

CNN 2-Block 

 

84.0 ± 1.7 

 

76.1 ± 4.9 

 

79.1 ± 4.1 

 

71.5 ± 3.0 

 

Autoencoder 2-Block 

 

77.2 ± 3.4 

 

77.0 ± 2.2 

 

78.3 ± 2.5 

 

67.6 ± 6.2 

 

BeiimNet-3 

 

88.2 ± 5.3 

 

85.7 ± 5.1 

 

84.6 ± 5.9 

 

80.6 ± 5.2 

 

CNN 3-Block 

 

85.6 ± 2.6 

 

73.2 ± 3.5 

 

79.8 ± 3.3 

 

65.7 ± 5.5 

 

Autoencoder 3-Block 

 

76.85 ± 3.34 

 

76.45 ± 2.93 

 

77.3 ± 3.56 

 

58.8 ± 6.9 

For the application on the three sensors combined (referred to as XYZ Signals), 

BeiimNet-2 outperformed the other methods for CNN retraining, SVM, and KNN. At the 
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same time, Logistic Regression benefited slightly more from BeiimNet-3 features. Overall, 

CNN retraining with BeiimNet-2 features gave the highest result of 93.1 percent for the 

XYZ signal combination (see Table 5). 

Table 5. Target domain’s XYZ-sensor signal classification results with source 

domain features generated by three methods - Autoencoders, CNNs, and BeiimNet. 

The results include an average of 10 runs and standard deviation for CNN (re-

training), SVM, LR, and KNN classifications 

 

Source Domain 

Feature Extractor 

Target Domain and XYZ Sensor Signal Data 

 

CNN (Re-

training) 

SVM LR KNN 

 

BeiimNet-1 

 

87.1 ± 3.9 

 

79.6 ± 6.8 

 

80.6 ± 5.4 

 

76.6 ± 6.9 

 

CNN 1-Block 

 

80.5 ± 8.4 

 

74.7 ± 3.7 

 

80.5 ± 2.2 

 

72.8 ± 5.4 

 

Autoencoder 1-Block 

 

79.0 ± 6.5 

 

75.7 ± 5.1 

 

76.9 ± 4.9 

 

71.6 ± 4.6 

 

BeiimNet-2 

 

93.1 ± 2.1 

 

82.4 ± 2.4 

 

82.1 ± 3.8 

 

78.0 ± 4.6 

 

CNN 2-Block 

 

86.7 ± 1.3 

 

76.4 ± 5.7 

 

82.4 ± 4.5 

 

73.0 ± 4.8 

 

Autoencoder 2-Block 

 

83.4 ± 4.6 

 

78.5 ± 3.3 

 

80.2 ± 3.7 

61.4 ± 6.3 

 

BeiimNet-3 

 

92.1 ± 3.4 

 

81.0 ± 3.4 

 

82.5 ± 2.9 

 

77.7 ± 5.9 

 

CNN 3-Block 

 

82.8 ± 3.5 

 

67.0 ± 5.6 

 

70.1 ± 5.6 

 

66.8 ± 6.4 

 

Autoencoder 3-Block 

 

78.3 ± 3.0 

 

76.2 ± 3.9 

 

77.4 ± 4.0 

 

55.9 ± 7.6 
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Table 6 compared CG-CNN and BeiimNet to evaluate how well their features 

generalize without further retraining (fine-tuning in the target domain). As BeiimNet uses 

a semi-supervised extension of the contextual guidance principle, it outperformed the 

unsupervised approach suggesting that, as expected, incorporating available class labels 

improves the discriminative capabilities of the learned features.  

Table 6. Target domain’s XYZ-sensor signal classification results with source 

domain features generated three architectures of CG-CNN and BeiimNet. The results 

include an average of 10 runs and a standard deviation of SVM, LR, and KNN 

classifications.  

 

 

Source Domain 

Feature Extractor 

Target Domain and XYZ Sensor Signal Data 

 

SVM 

 

LR 

 

KNN 

 

CG-CNN-1 

 

70.3 ± 11.1 

 

70.2 ± 10.2 

 

64.7 ± 4.2 

 

BeiimNet-1 

 

79.6 ± 6.8 

 

80.6 ± 5.4 

 

76.6 ± 6.9 

 

CG-CNN-2 

 

77.3 ± 5.9 

 

79.0 ± 5.4 

 

72.5 ± 8.5 

 

BeiimNet-2 

 

82.4 ± 2.4 

 

82.1 ± 3.8 

 

81.6 ± 4.4 

 

CG-CNN-3 

 

74.6 ± 4.4 

 

76.5 ± 3.1 

 

76.8 ± 2.5 

 

BeiimNet-3 

 

82.0 ± 3.4 

 

82.5 ± 2.9 

 

77.7 ± 5.9 

 

 

 



42 

As seen in Figures 15 to 22, the supervised classification accuracy of the 

Unsupervised network (CG-CNN) was lower than that of the Semi-supervised (BeiimNet), 

which was the contribution of semi-supervised learning to the contextually guided training. 

On the other hand, as the Supervised network did not take advantage of the contextual 

guidance, it did not generalize as well as BeiimNet. 

 

 

Figure 15. Illustration of Supervised, Unsupervised, and Semi-Supervised 2-

layer network convergence source domain class-accuracy – tactile sensor-signal 

dataset (Z-sensor) 
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Figure 16. Illustration of Supervised, Unsupervised, and Semi-Supervised 2-

layer network convergence source domain contextual group accuracy – tactile sensor-

signal dataset (Z-sensor) 
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Figure 17. Illustration of Supervised, Unsupervised, and Semi-Supervised 2-

layer network convergence source domain class accuracy of the last 20 steps – tactile 

sensor-signal dataset (Z-sensor) 
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Figure 18. Illustration of Supervised, Unsupervised, and Semi-Supervised 2-

layer network convergence source domain group accuracy of the last 20 steps – tactile 

sensor-signal dataset (Z-sensor) 
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Figure 19. Illustration of Supervised, Unsupervised, and Semi-Supervised 3-

layer network convergence source domain class-accuracy – tactile sensor-signal 

dataset (Z-sensor) 
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Figure 20. Illustration of Supervised, Unsupervised, and Semi-Supervised 3-

layer network convergence source domain contextual group accuracy – tactile sensor-

signal dataset (Z-sensor) 
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Figure 21. Illustration of Supervised, Unsupervised, and Semi-Supervised 3-

layer network convergence source domain class accuracy of the last 20 steps – tactile 

sensor-signal dataset (Z-sensor) 
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Figure 22. Illustration of Supervised, Unsupervised, and Semi-Supervised e-

layer network convergence source domain group accuracy of the last 20 steps – tactile 

sensor-signal dataset (Z-sensor) 
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CHAPTER 5 CONCLUSION 

Deep learning has shown great success in AI in recent years, offering practical and 

transferable solutions in many applications with potential improvements and innovations. 

The availability of large volumes of data is undoubtedly one of the key contributors to deep 

learning success. With the high cost of manual labelling data, the semi-supervised deep 

learning systems can use massive amounts of unlabelled data for regularizing/improving 

their extracted features. For example, rapidly advanced hardware and cloud technologies 

accessing raw/unlabelled data via various sensors and the internet makes semi-supervised 

deep learning very appealing. Recently proposed Contextually Guided Neural Networks 

(CG-CNN) offer an extendible/scalable approach to deep learning. In its original form, 

CG-CNN uses a self-supervised approach for utilizing unlabelled examples and learns to 

extract highly generalizable/transferable features. In this thesis, as a semi-supervised multi-

layer extension of CG-CNN, the BeiimNet method is developed. BeiimNet shows great 

promise in developing transferable features, as demonstrated in its application to a 

vibrotactile signal texture classification dataset. BeiimNet is compared against CG-CNN, 

regular CNNs, Autoencoders, Fourier Transform, followed by standard machine learning 

classifiers such as Random Forests, SVMs, Nearest Neighbors, and so on.  

 Although the unsupervised CG-CNN approach excels in discriminating contextual 

seed classes, without proper fine-tuning by taking advantage of the labelled examples, it 

may fall short in the subsequent supervised classification tasks. Therefore, the semi-

supervised approach BeiimNet is proposed in this thesis for having a higher potential for 

classification. As future work, BeiimNet will be applied to more challenging image 

classification tasks in combination with higher-order contextual clues such as image 

segments.  
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